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Abstract Issues of selection bias pervade criminological research. Despite their 
ubiquity, considerable confusion surrounds various approaches for addressing sam- 
ple selection. The most common approach for dealing with selection bias in crimi- 
nology remains Heckman’s [(1976) Ann Econ Social Measure 5:475–492] two-step 
correction. This technique has often been misapplied in criminological research. This 
paper highlights some common problems with its application, including its use with 
dichotomous dependent variables, diffculties with calculating the hazard rate, mis- 
estimated standard error estimates, and collinearity between the correction term and 
other regressors in the substantive model of interest. We also discuss the funda- 
mental importance of exclusion restrictions, or theoretically determined variables 
that affect selection but not the substantive problem of interest. Standard statistical 
software can readily address some of these common errors, but the real problem 
with selection bias is substantive, not technical. Any correction for selection bias 
requires that the researcher understand the source and magnitude of the bias. To 
illustrate this, we apply a diagnostic technique by Stolzenberg and Relles [(1997) Am 
Sociol Rev 62:494–507] to help develop intuition about selection bias in the context 
of criminal sentencing research. Our investigation suggests that while Heckman’s 
two-step correction can be an appropriate technique for addressing this bias, it is not 
a magic solution to the problem. Thoughtful consideration is therefore needed be- 
fore employing this common but overused technique. 
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Any sufficiently advanced technology is indistinguishable from magic. 
-Arthur C. Clarke 

 
Introduction 

 
For several decades criminologists have recognized the widespread threat of sample 
selection bias in criminological research.

1
 Sample selection issues arise when a 

researcher is limited to information on a non-random sub-sample of the population 
of interest. Specifcally, when observations are selected in a process that is not 
independent of the outcome of interest, selection effects may lead to biased infer- 
ences regarding a variety of different criminological outcomes. In criminology, one 
common approach to this problem is Heckman’s (1976) two-step estimator, also 
known simply as the Heckman. This approach involves estimation of a probit model 
for selection, followed by the insertion of a correction factor—the inverse Mills ratio, 
calculated from the probit model—into the second OLS model of interest. 

After Berk’s (1983) seminal paper introduced the approach to the social sciences, 
the Heckman two-step estimator was initially used by criminologists studying sen- 
tencing, where a series of formal selection processes results in a non-random sub- 
sample at later stages of the criminal justice process. Hagan and colleagues applied it 
to the study of sentencing in a series of papers that demonstrated the prominence of 
selection effects (Hagan and Palloni 1986; Hagan and Parker 1985; Peterson and 
Hagan 1984; Zatz and Hagan 1985). Since that time, the Heckman two-step estimator 
has been prominently featured in research examining various stages of  criminal  
justice case processing, such as studies of police arrests (D’Alessio and Stolzenberg 
2003; Kingsnorth et al. 1999), prosecutorial charging decisions (Kingsnorth et al. 
2002), bail amounts (Demuth 2003) and criminal sentencing outcomes (e.g. Nobiling 
et al. 1998; Steffensmeier and Demuth 2001; Ulmer and Johnson 2004). An increasing 
number of studies have also begun to use the Heckman approach to examine out- 
comes across multiple stages of criminal case processing (e.g. Kingsnorth et al. 1998; 
Leiber and Mack 2003; Spohn and Horney 1996; Wooldredge and Thistlewaite 2004). 
Despite the continued prominence of sample selection issues in criminology, how- 
ever, much confusion still surrounds the appropriate application and effectiveness of 
Heckman’s two-step procedure. This paper presents a systematic review of common 
problems associated with the Heckman estimator and offers directions for future 
research regarding issues of sample selection. To keep the scope manageable, we 
focus our specifc comments about the use and misuse of the Heckman on the 25 
articles published in Criminology over the last two decades which utilized some form 
of the Heckman technique.

2
 

Our review fnds that the Heckman estimator tends to be utilized mechanistically, 
without suffcient attention devoted to the particular circumstances that give rise   to 
sample selection. This contention is not new, nor is it a problem limited to 

 

1 These topics range from those concerned with sample attrition or non-response (e.g. Gondolf 2000; 
Maxwell et al. 2002; Robertson et al. 2002; Worrall 2002) to studies of racial profling in police stops 
(Lundman and Kaufman 2003), to research examining the effects of race on criminal justice out- 
comes (Klepper et al. 1983; Wooldredge 1998). 
2 We identifed articles by electronically searching for papers in Criminology that cite the seminal article 
by Berk (1983) and/or included the word Heckman. This process resulted in 25 articles that use the 
Heckman in some shape or form (7 other studies cite Heckman or Berk but were not directly relevant). 
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criminology. As one leading econometrician poignantly stated not long after 
Heckman introduced the approach: 

It is tempting to apply the ‘‘Heckman correction’’ for selection bias in every 
situation involving selectivity. This type of analysis, popular because it is easy 
to use, should be treated only as a preliminary step, but not as a fnal analysis, 
as is often done. The results are sensitive to distributional assumptions and are 
also often uninformative about the basic economic decisions that produce the 
selectivity bias. One should think more about these basic decisions and attempt 
to formulate the selection criterion on its structural form before the Heckman 
correction is even applied (Maddala 1985, p. 16). 

As Maddala suggests, the Heckman estimator is only appropriate for estimating a 
theoretical model of a particular kind of selection; different selection processes 
necessitate different modeling approaches, which require different estimators. 

We also fnd important problems with the way the Heckman estimator has been 
applied in the vast majority of the studies we reviewed. These errors include use of the 
logit rather than probit in the frst stage, use of models other than OLS in the second 
stage, failure to correct heteroskedastic errors, and improper calculation of the inverse 
Mills ratio. Although some of these errors are more problematic than others, collec- 
tively they raise serious questions about the validity of prior results derived from 
miscalculated or misapplied versions of Heckman’s correction for selection bias. 

Even when the correction has been properly implemented, however, research 
evidence demonstrates that the Heckman approach can seriously infate standard 
errors due to collinearity between the correction term and the included regressors 
(Mofftt 1999; Stolzenberg and Relles 1990). This problem is exacerbated in the 
absence of exclusion restrictions. Exclusion restrictions, like instrumental variables, 
are variables that affect the selection process but not the substantive equation of 
interest. Models with exclusion restrictions are superior to models without exclusion 
restrictions because they lend themselves to a more explicitly causal approach to the 
problem of selection bias. They also reduce the problematic correlation introduced 
by Heckman’s correction factor. Our review of the literature identifed only four 
cases in Criminology in which potentially valid exclusion restrictions were imple- 
mented. Unlike other approaches to selection bias (e.g. the bivariate probit), the 
Heckman model does not require exclusion restrictions to be estimated, but it is 
imperative that it is utilized cautiously and not simply as a matter of habit or 
precedent. In this paper, we discuss the controversy surrounding the use of Heckman 
without exclusion restrictions and provide some guidance about the costs and ben- 
efts of this approach. 

We conclude the paper by highlighting two approaches which provide important 
intuition regarding the severity of sample selection bias and the potential benefts of 
correcting it with Heckman’s technique. The frst approach, by Stolzenberg and 
Relles (1997), highlights a little-used technique which provides important intuition 
regarding the severity of bias in one’s data, and the second, suggested by Leung and 
Yu (1996), assesses the extent to which collinearity introduced by the correction 
factor is likely to be problematic. We apply these techniques to the study of criminal 
sentencing using a well-known dataset on criminal convictions in Pennsylvania. Our 
investigation suggests there is relatively little bias in key race effects when compared 
to other extralegal considerations, such as gender and ethnicity, which demonstrate 
the potential to be biased in substantively important ways. We begin with a 
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Fig. 1 The process of picking a good statistical estimator 

 

conceptual discussion of the selection problem before proceeding to a more detailed 
discussion of the Heckman technique and its use in criminology. 

 
The Conceptual Sample Selection Framework 

 
Criminological research questions often involve non-random sub-samples of 
observations from a population of interest. Criminal sentencing research, for 
instance, is often concerned with the effects of race (or other status characteristics) 
on sentence lengths for convicted offenders. The problem is that sentence lengths 
are only observed for offenders who are incarcerated. This distinction is analogous 
to what economists label the ‘‘wage’’ equation, where one is interested in returns to 
schooling on wages but only observes wages for employed individuals (Mofftt 1999). 
An important but seldom appreciated distinction is between this ‘‘wage’’ equation 
and the ‘‘treatment’’ equation, which involves identifying the impact of selection 
into a treatment on a given outcome. Spohn and Holleran’s (2002) recent study of 
recidivism among offenders sentenced to prison versus probation is an example of 
the treatment case. Selection into prison is potentially non-random, so a control for 
selection or unobserved heterogeneity is needed before the causal model is identi- 
fed. Although the Heckman two-step method can be applied to both the wage and 
treatment equations, its use in criminology is dominated by the former.

3
 We 

therefore focus our discussion on its common application to the wage equation. 
When faced with a sample selection problem, the process of selecting a good 

estimator involves three steps (see Fig. 1). The frst step is to identify the relevant 
population based on the question of interest. Statistical models allow the researcher 
to make inferences from a sample to a population, so it almost goes without saying 
that we need to know our population of interest; however, this somewhat obvious 
issue becomes less trivial in models of selection. Sample selection occurs when a 
researcher is working with a non-random sub-sample from a larger population of 
interest. The estimate of the coeffcient of interest, conditional on membership in 
the  selected  sub-group, will  be a  biased  estimate of  the  parameter  in the larger 

 

3 Part of the reason for the limited application of Heckman in the treatment equation approach is the 
availability of a number of other approaches for dealing with selection, including experiments, 
instrumental variable estimation and panel models. For useful in-depth discussions of alternative ap- 
proaches to the treatment effects model, see Halaby (2004), Angrist (2001), and Heckman et al. (1999). 

Identify the Population of 
Interest 

Decide the 
Theoretical Model of 

Selection 

Pick an Estimator 
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population of interest.
4
 The estimate for this larger population is sometimes called 

the unconditional estimate. Researchers modeling sentence length, for example, are 
often interested in drawing inferences to the entire population of convicted 
offenders, despite only having data on sentence lengths for incarcerated offenders. 
The distinction between the conditional and unconditional populations is non-trivial 
because it has consequences for subsequent modeling decisions. 

As Berk (1983) has shown, both the conditional and unconditional estimates are 
subject to potential selection bias. Claiming an interest in only the observed sub- 
sample of offenders, therefore, does not alleviate selection bias concerns. Even the 
estimates for the marginal impact of an effect on the observed population (i.e.    the 
conditional estimate) can be subject to selection-induced biases, depending on the 
type of bias that exists. The more common interest, however, is in the larger, 
unconditional population of interest. Whereas the conditional estimates refer to the 
actual population, the unconditional estimates refer to the potential population, 
which consists of everyone who could have possibly been selected. Despite its 
obvious importance, rarely is this distinction explicitly recognized. 

The second step involves defning the proper theoretical selection model. There 
are a number of theoretical models of selection that can be used to describe the 
substantive selection process, but in what follows we focus on the two main types 
—explicit and incidental. After choosing an appropriate model, the fnal step is to 
choose a suitable statistical estimator. 

Estimators are just different ways to generate estimates of the parameters in the 
models under study. Each estimator carries its own set of assumptions that are used 
to identify an estimation strategy. Estimators can be chosen based on a number of 
criteria including consistency, which deals with the amount of bias in the estimate, 
and effciency, which concerns the size of the standard error. In addition, the ease of 
estimation and unrestrictiveness of underlying assumptions represent additional 
qualities of desirable estimators. Econometricians often speak about identification of 
these estimators. In this context, identifcation is the key feature(s) of the model 
which allows or facilitates estimation. Although there are several different classes of 
available estimators (e.g. semi-parametric and non-parametric estimators, see Vella 
1999 and Mofftt 1999), we focus here on the common class of bivariate normal 
estimators, which assume normally distributed errors. 

 

Explicit Selection 
 

As the above discussion suggests, different types of selection necessitate different 
model specifcations and statistical estimators. A number of classic econometric 
treatments of these issues already exist (Amemiya 1985; Heckman 1979; Maddala 
1985, Vella 1999), along with versions written specifcally for sociologists (Berk 1983; 
Berk and Ray 1982; Stolzenberg and Relles 1997; Winship and Mare 1992). We will 
not completely replicate those discussions here, but for illustrative purposes we 
begin by providing a brief mathematical representation of the basic selection model. 

 
 

4 It is important to distinguish between the terms conditional and marginal. A slope coeffcient is an 
estimate of the marginal impact of x on y. We can usually estimate two different terms—the marginal 
effect of x in the conditional and unconditional models. As Greene (1993) makes clear, the estimate 
of interest will vary by case. 
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Fig. 2  (a) Fitted regression a 
line for a random sample of 54  
cases. (b) Fitted regression line 
with observations censored 
below 9 
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We then utilize this model to discuss the appropriateness of different estimators for 
different types of selection. 

We begin by replicating Berk’s (1983) Figure 1, a simple bivariate scatterplot of X 
and Y  (see Fig. 2a). To make the conversation concrete, we will use sentencing as  
the example. Y will be sentence length and X will be crime severity. To begin, 
sentence length will be a relative scale that represents the judgment of the actor(s) in 
the system about the severity of the punishment. This scale will  be translated into  
real values at a later time. Crime severity can be imagined to be a score such as a 
typical guideline score of the penalty. As with Berk, we have 54 observations in our 
population of interest. The simple scatterplot and ftted regression line make it clear 
that there is a strong linear relationship between crime severity and punishment in 
ftting a strict retributive model of punishment. We represent the simple model in   
(Eq. 1), where Y1* is the dependent variable sentence length, X1 is the independent 
variable crime severity and e is a normally distributed error term: 

ðY1*Þ ¼ B1X1 þ e ð1Þ  

The premise of the sample selection problem is that we will not actually capture 
all 54 observations, but rather a subset. If this subset is just a random subset, clearly 
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we would expect no selection bias. Simple OLS theory says that a random sample of 
a population will allow us to make unbiased inference about the coeffcients of 
interest. In this case, the simple two part model (TPM), or the ‘‘uncorrected’’ model, 
will be the appropriate modeling strategy (Duan et al. 1983, 1984).

5
 In the TPM, 

selection into the subset is modeled as a dichotomous dependent variable using 
probit.

6
 Then a second outcome of interest is modeled for only the selected subset of 

observations using OLS. In the context of our sentencing example, the likelihood of 
incarceration would be modeled followed by a separate analysis of sentence length 
for only those offenders who were incarcerated. Results from the sentence length 
regression would therefore represent the infuence of offense severity on sentence 
length, conditional on being selected into the incarcerated population. These simple 
models are presented in Eqs. 2.1 and 2.2 below where P1 is a dummy variable equal 
to 1 if the person is selected and 0 otherwise: 

 

ProbitðP1Þ ¼ B1Z1 þ e ð2:1Þ 
ðY 1 Þ¼ B1X1 þ e ð2:2Þ  

There are many ways that non-random selection can arise, but as discussed above 
they generally fall into two basic categories, explicit and incidental selection. Explicit 
selection is the simplest, and continues to involve only one dependent variable, Y1*. 
In this case, we will not observe the true value of Y1* for certain values of Y1*. This 
is the simplest case because the selection is based explicitly on the outcome of 
interest. But, to complicate the example, the sample may be either truncated or 
censored. A truncated sample occurs if we have unobserved data for both sentence 
length and crime severity. A sample is considered censored, however, if we have 
information on our independent variable of interest, i.e. severity, but lack infor- 
mation on the outcome of interest, i.e. sentence length.

7
 In (Eq. 2.2), Y1 is what we 

observe, and we can write down the cutoff values for censoring/truncation. These 
cutoff values can take different forms in different theoretical frameworks. There can 
be multiple cutoff values on either end of the distribution, they can vary by indi- 
vidual, and they can even be unknown. In Fig. 2b, we have demonstrated the case of 
censoring where all values of Y1* less then 9 have been set equal to 9. In this case, 

 
5 An additional distinction can be made between the simple Two Part Model (TPM) and the 
censored two stage model (CTSM). Whereas the substantive regression in the TPM is based on the 
sub-sample of selected cases, for the CTSM, it includes all observations (including zeros for unob- 
served values). The TPM provides the conditional estimate given selection into the sub-sample of the 
population whereas the CTSM provides the unconditional estimate based on all observations. This 
distinction can be useful in certain applications, but it is often confusing because the CTSM requires 
that censored observations have meaningful 0 values (e.g. sentence lengths of 0 months of incar- 
ceration). This distinction is additionally muddled by the common convention of using the TPM to 
obtain estimates that ostensibly represent the unconditional population of interest (Puhani 2000). 
We constrain our discussion to the TPM given its focus in the literature, but further comparison of 
these two estimators offers an additional line of potentially interesting future research. 
6 While it is possible to estimate the TPM with alternative specifcations, such as the logit instead of 
the probit, it is important to recognize that the estimator then assumes a different error structure (i.e. 
errors are distributed log normal). 
7 This distinction is relevant to the extent that slightly different modeling procedures are appropriate 
for the two types of samples. Truncated regression models are more appropriate for situations with 
truncated samples whereas limited-dependent-variable models or Tobit models are generally pre- 
ferred for censored samples (see Fig. 3). 
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the estimated regression line will be fatter than the real line, leading to an under- 
estimate of the coeffcient of interest, and the more  censoring/truncation,  the  more 
bias. The most common estimator of the explicit selection model presented in (Eq. 
3) is the Tobit model (Tobin 1958). 

Y 1 ¼ Y 1 *  if Y 1 * [9
  3

 

¼ 9 otherwise 

Tobit regression has been increasingly applied in the feld of sentencing research 
(Albonetti 1997; Bushway and Piehl 2001; Kurlychek and Johnson 2004; Rhodes 
1991), as well as in criminology more broadly (see Osgood et al. 2002).

8
 

 

Incidental Selection 
 

A slightly more complicated type of selection is incidental selection. Here, we have 
another endogeneous variable, Y2, which determines the selection process. We 
refer to the equation for Y2 as the selection equation, and the equation for Y1* as 
the substantive equation. In the case of incidental selection, the researcher 
specifcally models the factors that infuence the selection process. Again, there can 
be censoring and truncation, and the actual form of Y2 and the cutoff values will 
depend on the specifc model. Several other things also can vary in an incidental 
selection model, including whether we believe that the error terms for the selection 
and substantive equations are correlated. If the error terms are entirely 
uncorrelated, then by def- nition selection bias is not a problem. In the case where 
the error terms from the selection and substantive equations are truly independent, 
the correct estimator is simply the TPM. The frst step would be estimated with a 
probit and the second with a simple OLS. No additional technique is required. 

Under most circumstances, however, the assumption of independent error terms 
will not be met because of specifcation problems. If any factors that affect both the 
selection and substantive equations are omitted from the model, these factors will 
enter both error terms and induce correlation between them. For instance, recent 
reviews of the sentencing literature have highlighted the fact that offender socio- 
economic status is often an omitted variable (Zatz 2000). If class status does indeed 
affect the likelihood of being incarcerated and the length of incarceration, these two 
decisions are no longer statistically independent. As a result of omitted variables, 
most models cannot assume independent error terms, leading to biased estimates if 
the TPM is used for model estimation. When selection bias is present, the size of the 
bias is driven primarily by the correlation between the errors in the two models, the 
amount of error in the substantive regression (i.e. the model ft), and the degree of 
censoring (Stolzenberg and Relles 1990). 

Importantly, the independence of error terms cannot be directly tested. There- 
fore, a common response in the literature is to compare the estimates from the TPM 

 
8 The Tobit model also has some limitations. These limitations include restrictive normality 
assumptions regarding the dependent variable (Chay and Powell 2001; Chesher and Irish 1987) 
restrictive homoskeasticity assumptions regarding error terms (Wooldridge 2005), and the key 
assumption that the effects of independent variables are constant for the selection process and the 
outcome of interest (Smith and Brame 2003). See Osgood et al. (2002) for a recent overview of Tobit 
models. 
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to the estimates from one of several models that attempt to correct for selection bias. 
Researchers then argue that if their results remain the same, selection is not a 
problem; however, as we discuss in detail below, this approach assumes that the 
model correction was valid, an assumption that may not be appropriate. 

 

The Heckman Estimator and its Problematic Use 
 

The most common approach to estimate incidental selection models involves a class 
of estimators known generically as bivariate normal selection models.

9
 The key 

feature of these models is that the error terms in the two equations are distributed 
bivariate normal. When the dependent variable of interest is continuous, there are 
two basic choices of estimators—a maximum likelihood model sometimes called 
the Full Information Maximum Likelihood (FIML) and the Heckman two-step 
estimator.

10
 The FIML is a straightforward maximum likelihood model, like a probit 

or logit, that maximizes a specifed likelihood function. By defnition, when the error 
assumptions are met the FIML will always be more effcient than the Heckman two- 
step, a fact which has been demonstrated in numerous simulation studies (Leung and 
Yu 1996; Maddala 1985; Puhani 2000). However, the FIML relies more heavily on 
the normality assumption and is therefore less robust than the Heckman two-step to 
deviance from that assumption. The FIML may have diffculty converging, partic- 
ularly in the absence of exclusion restrictions, while the Heckman two-step model 
can almost always be estimated. As we will discuss below, the robustness of the 
Heckman can be a mixed blessing, since it may provide a false sense of security. 

Criminological research has relied exclusively on the Heckman two-step estima- 
tor,

11
 which is based on the recognition that the sample selection problem is really an 

example of omitted variable bias (Heckman 1979). To illustrate this, the precise 
form of the Heckman two-step method is presented below, where (Eq. 4.1) is the 
selection equation and 4.2 the substantive equation of interest. 

 

Y2 ¼ aZ þ d ð4:1Þ  
 

Y 1 ¼ B 0 þ B 1 X þ rqedkðT - aZÞ þ r0e0 ð4:2Þ  
 

In the selection equation, which is estimated with a probit, Y2 is the dichotomous 
dependent variable, Z is the independent variable, a is the coeffcient of Z, and d is 
the normally distributed error term. In the regression equation the value of Y1 is 
observed when Y2 is greater than some threshold T, and it is censored (i.e. missing) if 
Y2 £ T. Estimation of 4.2 by simply regressing Y on X will be biased because of the 
sigma term, which represents the omitted variable. This problem can be solved in 

 

9 There is also a large statistical literature that attempts to loosen the assumption of bivariate 
normality by estimating the frst stage semi-parametrically, see especially Ahn and Powell (1993) and 
Blundell and Powell (2001) as well as Vella (1999) and Newey (1999). 
10 STATA 8.2 provides for both the FIML and Heckman two-step estimators, while LIMDEP 7.0 
also provides for a third maximum likelihood estimator of the Heckman two-step, sometimes called 
the Limited Information Maximum Likelihood (LIML). 
11 We are unaware of any case in which the FIML (or the related LIML model) has been used in 
criminology. This is somewhat ironic because Heckman originally recommended using the two-step 
approach only to generate starting values for the FIML estimator (Heckman 1976). 



 

 

 

 

 

Table 1 Use of Heckman’s correction for selection bias in criminological research 

 

 

Author(s) 

 

 

Year 

 
Heckman 
calculated/reported 

 
1st stage of 
analysis 

 
2nd stage 
of analysis 

 
Used inverse 
Mills ratio

b
 

Reported 
collinearity 
problems 

Reported 
exclusion 
restriction 

Bontrager et al. 2005 Calculated, not reported Unreported HLM Logit Hazard Yes No 
Steen et al. 2005 Calculated, reported Logit OLS Probability No No 
Ulmer and Johnson 2004 Calculated, reported HLM Logit HLM Linear Hazard No No 
Stolzenberg et al. 2004 Calculated, not reported Logit HLM Logit Hazard No No 
Wooldredge and Thistlethwaite 2004 Calculated, reported Logit HLM Logit and Linear Probability No No 
Demuth 2003 Calculated, reported Logit Logit and OLS Hazard No No 
Kingsnorth et al. 2002 Calculated, not reported Probit OLS Unreported No Yes 
Spohn and Holleran 2002 Calculated, reported Unreported Logit and Survival Analysis Probability No Yes 
Steffensmeier and Demuth 2001 Calculated, reported Logit OLS Hazard No No 
Engen and Gainey 2000 Calculated, reported Logit OLS Unreported No No 
Wright and Cullen 2000 Calculated, reported Logit OLS Hazard No Yes 
MacMillan

a
 2000 Calculated, reported Probit OLS IMR No Yes 

Steffensmeier et al. 1998 Calculated, reported Logit OLS Hazard No No 
Felson and Messner 1996 Not calculated, not reported Unreported Logit N/A Yes No 
Ulmer and Kramer 1996 Calculated, reported Logit OLS Unreported No No 
Felson 1996 Calculated, not reported Unreported Logit Unreported Yes No 
Steffensmeier et al. 1993 Calculated, not reported Unreported OLS Probability Yes No 
Chiricos and Bales 1991 Calculated, not reported Probit OLS Probability No No 
Erez and Tontodonato 1990 Calculated, reported Logit OLS Probability Yes No 
Keil and Vito 1989 Calculated, reported Logit Logit Probability Yes No 
Myers 1988 Calculated, reported Logit WLS Probability Yes No 
Hagan and Palloni 1986 Calculated, reported Probit OLS IMR Yes No 
Myers and Talarico 1986 Calculated, reported Logit OLS Probability Yes No 
Albonetti 1986 Calculated, not reported Probit Probit IMR No No 

McCarthy and Smith 1986 Calculated, reported OLS SEM Probability No No 

Note: Our review of Criminology studies also included Meithe and Moore (1985), Tibbets and Piquero (1999), Messner et al. (2002), Lundman and Kaufman (2003), and 
Messner et al. (2005). However, none of these studies dealt explicitly with Heckman’s two-step estimator in the selection (non-treatment) equation 
a This study examined selection issues in two separate datasets. Heckman’s two-step estimator was examined but not included in analyses using the National Youth Survey 
because the selection model ‘‘revealed no signifcant predictors of sample selection’’ (560). It was included in analyses using the Canadian General Social Survey. The entry 
in the table refers to these latter analyses 
b Table 1 represents our best effort to identify whether or not the inverse Mills ratio was properly calculated. Many studies are not explicit about this process. Studies coded 
Unreported do not contain necessary information, studies coded Probability report using predicted probabilities, studies coded ‘‘Hazard’’ state they calculated a hazard rate 
but do not say how, and studies coded IMR clearly used the inverse Mills ratio or reported a lambda (k) selection coeffcient 
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two steps. First the selection equation (Eq. 4.1) is estimated using probit and      the 
predicted values are retained as estimates of T – aZ. The inverse Mills ratio is 
then estimated for each case by dividing the normal density function evaluated at 
–(T – aZ) by one minus the normal cumulative distribution function estimated at 
–(T – aZ) (Eq. 5).

12
 The second step is an ordinary least squares regression with X 

and the inverse Mills ratio included as regressors. The estimator is consistent when 
the assumptions are met. 

 

kðT - aZ 
   /ðT - aZÞ  
1 - UðT - aZÞ  

ð5Þ  
 

Our review of articles in which the technique is applied in Criminology suggests 
potentially serious errors with its application. These problems include the use of a 
logit rather than probit in the frst stage, the application of Heckman to discrete 
substantive outcomes, the use of predicted probabilities in place of the inverse Mills 
ratio, and the use of uncorrected standard errors in statistical signifcance tests. 
Table 1, which represents our best effort to code the articles in Criminology that use 
the technique, provides a sense of how endemic these problems are in contemporary 
criminological research. 

As Table 1 indicates, most studies that incorporate the Heckman two-step pro- 
cedure rely on the logit rather than the probit model to estimate the frst stage (less 
than 25% of the studies reviewed used probit). Although the logit and probit are 
sometimes viewed as interchangeable, they each make different assumptions about 
functional form—the probit uses normality and the logit uses log normality. All of 
the features of the Heckman estimator are based on the assumption of bivariate 
normality and therefore require the use of the probit. Substantively this distinction is 
not likely to have a substantial impact on one’s fndings unless the probability of 
being selected into the substantive equation is close to 1 or 0; however, the problem 
highlights the common confusion surrounding the appropriate calculation of 
Heckman’s two-step estimator. 

In addition, the Heckman commonly has been used for cases of incidental 
selection even when the dependent variable of interest is not continuous. As one 
example, Wooldredge and Thistlewaite (2004) recently estimated logit models of 
dichotomous case processing outcomes for a sample of intimate assaults. Specifcally, 
they studied whether or not a charged individual was prosecuted, whether or not a 
prosecuted person was convicted and whether or not a convicted person was jailed. 
In each model, they attempt to use the Heckman two-step method by incorporating 
the predicted probability of making it to the prior stage of justice processing. Other 
criminological scholars have taken the same approach for different dichotomous 
outcomes (e.g. Albonetti 1986; Demuth 2003; Keil and Vito 1989; Stolzenberg et al. 
2004). However, the Heckman two-step estimator is specifcally a probit model 
followed by a linear regression, and there is no simple analog of the Heckman 

 

 
12 Considerable confusion surrounds the predicted probability, inverse Mills ratio, and what is often 
referred to as the ‘‘hazard rate’’. The probability is simply the predicted value from the probit 
equation. To calculate the inverse Mills ratio, this value is multiplied by negative one and inserted 
into Eq. 5. This inverse Mills ratio, then, represents the hazard rate, or the instantaneous probability 
of exclusion for each observation conditional on being at risk (see Berk 1983). 

Þ¼   
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method for discrete choice models despite the logical appeal of the process (Dubin 
and Rivers 1990, p. 411).

13
 

Alternative estimators, such as the bivariate probit, have been suggested by Heck- 
man, among others. Lundman and Kaufman (2003) correctly estimate the bivariate 
probit, but the model fails to converge because of the absence of exclusion restrictions. 
They then attempt to apply the ‘‘logic of the Heckman’’ to their model, by including a 
variable measuring other police contact to control for selection into traffc stops. 

An additional problem involves the calculation of the inverse Mills ratio. The 
convention in much research is to substitute the predicted probability from the frst 
stage (or the negative or inverse of the probability) rather than to calculate the actual 
hazard rate based on the inverse Mills ratio. As Table 1 suggests, only three papers 
offer clear evidence that the inverse Mills ratio was actually applied (Hagan and 
Palloni 1986; Albonetti 1986; MacMillan 2000). Because most studies are not explicit 
about these calculations, it is often diffcult to assess whether the inverse Mills ratio 
was properly calculated, but it appears as though the predicted probability is often 
substituted, even in studies that purport to calculate a hazard rate.

14
 While the two 

are clearly related, they are not identical. In fact, when the same variables are used to 
model the selection and substantive equations (i.e. when exclusion restrictions are not 
utilized), the model is only identifed by the non-linearity inherent in the inverse Mills 
ratio. A model that includes the predicted probability from an OLS regression when 
Z = X, then, is not formally identifed and should not be estimated.

15
 

Another common error in the Heckman approach is a failure to properly correct  
for misestimated standard errors. As Heckman himself stated, ‘‘the standard least 
squares estimator of the population variance ... is downward biased’’ and therefore 
‘‘the usual formulas for standard errors for least squares coeffcients are not 
appropriate except in the important case of the null hypothesis of no selection bias’’ 
(Heckman 1976, pp. 157–158, emphasis in original). Because the data are censored, 
the variance estimates obtained will be smaller than the true population variance.  
This, in turn, produces underestimated standard errors in the second stage of the 
Heckman two-step model. As a result, researchers need to correct these standard 
errors using a consistent errors estimator (often referred to as robust standard 

 

13 Dubin and Rivers (1990) discuss alternative formulations of both a two-step and maximum 
likelihood adaptation of Heckman’s model to the case of dichotomous outcomes, but we are una- 
ware of any criminological application of these procedures. 
14 As one example, Nobiling et al. (1998, p. 470) describe this convention as follows: ‘‘We used 
logistic regression to estimate the likelihood that the offender would be sentenced to prison. For 
each case, the logistic regression produced its predicted probability of exclusion from the sentence 
length model—the hazard rate.’’ An anonymous referee suggested this approach represents an 
altogether different estimator based on propensity scoring, and should therefore not be confused 
with the Heckman approach. Given that each study reviewed cited Heckman (1976, 1979) or Berk 
(1983) and no study made explicit reference to the literature on propensity scoring, we feel justifed 
in associating this approach with the Heckman correction. It is possible that there is statistical merit 
in such an approach, but we leave it to other researchers to verify it in this context. 
15 In the treatment effects version of the Heckman estimator, there are  actually  two  different  
formulas for the inverse Mills ratio depending on whether an individual case is selected. Failure to 
correctly specify the inverse Mills ratio can bias one’s fndings in the face of selection. Spohn and 
Holleran (2002) is an example of an application of the treatment model where the probability was 
substituted for the  inverse Mills ratio. Correspondence with the authors indicated that the coeffcient  
on the inverse Mills ratio was not signifcant when the  model was re-estimated correctly, suggesting  
an absence of selection bias in their study. We thank Cassia Spohn and David Holleran for their 
willingness to engage in a constructive discussion regarding their paper. 
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errors). Although this adjustment is automatically performed in readily available 
statistical packages (e.g. Limdep 7.0 and STATA 8.2), in our experience, calculations 
are usually done by hand and standard errors are not adjusted.

16
 Because the cor- 

rection of standard errors is rarely mentioned, it was not possible to code its correct 
application. In fact, we found no articles in our Criminology sample that discussed 
corrected standard errors, and only one in the larger literature by Kingsnorth et al. 
(1999). This suggests the possibility that statistical signifcance is likely to be over- 
stated in many of the prior applications of Heckman’s two-step correction for 
selection bias. Moreover, the magnitude of overstated signifcance can be sub- 
stantial. As discussed below, standard errors were underestimated by 10–30% 
depending on the model specifcation. 

 
Exclusion Restrictions and Model Identification 

 
In all of the cases discussed above, the errors in application, while troubling, are 
easily fxed. Researchers today have access to standard statistical packages, such as 
Limdep 7.0 and STATA 8.2, which automatically calculate Heckman’s estimator 
correctly. The virtual explosion in computer power in recent years has made the 
once taxing calculations commonplace, and these programs now provide fast and 
easy calculations of Heckman’s two-step and FIML estimators that preclude com- 
mon user mistakes. However, one additional problem remains that cannot be solved 
so easily—the inclusion of the inverse Mills ratio often results in multicollinearity 
that can have profound consequences for model estimates. 

Because the inverse Mills ratio is estimated by the non-linear probit model, the 
correction term k will not be perfectly correlated with X, even in the absence of 
exclusion restrictions (i.e. when all the variables used to estimate Step 1 (Z in Eq. 4.1) 
are the same as covariates in Step 2 (X in Eq. 4.2)). This is the essential feature of the 
two-step estimator that allows the model to be identifed without exclusion restric- 
tions. If the frst stage was linear, the model would not be identifed and could not be 
estimated. It is the non-linearity of the probit in the frst stage that allows us to 
generate an answer for the Heckman two-step estimator. However, the probit model 
will be linear for the mid-range values of X, and is truly non-linear only when X takes 
on extreme values. As evidence of this problem, scholars often report very high 
correlations between k and regressors in the substantive equation, which lead to large 
standard errors. For example, Myers (1988) and Myers and Talarico (1986) reported 
correlations of .9 or higher between k and crime severity and were only able to 
estimate the model by excluding crime severity from the sentence length equation. 

A large Monte Carlo literature, summarized in Puhani (2000), demonstrates that 
both the FIML and the Heckman suffer from infated standard errors when the 
covariates in the selection and regression equations are identical. For these reasons, 
Stolzenberg and Relles (1990) conclude that even though estimates from the 
uncorrected TPM will always be biased in the presence of selection, they may be 
preferred to estimates obtained using the Heckman correction without exclusion 
restrictions given that estimates from the later model are ineffcient. In other words, 
the TPM may represent a better approach in some cases because any one estimate 

 

16 The majority of studies in Table 1 use logit rather than probit, a feature not available in the 
standard software programs. Also, it is unlikely that any paper that describes using the probability 
rather than the IMR used standard software. 
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will be closer to the ‘‘right’’ answer than a given estimate from the Heckman, even 
though the Heckman estimates remain unbiased and consistent.

17
 Researchers in 

criminology have frequently acknowledged the problem of infated standard errors 
(i.e. ineffciency) in Heckman selection models, often using it as justifcation for not 
using the Heckman estimator (e.g. Bontrager et al. 2005; Felson 1996; Felson and 
Messner 1996; Leiber and Jamieson 1995; Lundman and Kaufman 2003; Nobiling 
et al. 1998; Sorenson and Wallace 1999; Steffensmeier et al. 1993).

18
 

The best solution to this problem is to incorporate exclusion restrictions. With a 
valid exclusion restriction, the inverse Mills ratio and the X vector in the substantive 
equation will be less correlated, reducing multicollinearity among predictors as well 
as the correlation between error terms.

19
 This also facilitates model identifcation. 

Admittedly it can be diffcult to identify appropriate exclusion restrictions; however, 
the potential benefts justify the effort, and we believe criminologists will be able to 
identify good exclusion restrictions if they begin to look for them. Excluding a 
variable from the X vector which clearly has a strong impact on the substantive 
equation does not solve the problem, and neither does including a variable in the 
selection equation which has little power to predict selection (Heckman et al. 1999), 
so careful thought must be devoted to the choice of exclusions.

20
 

Ultimately,  the  argument  about  whether  or  not  a  variable  can  properly  be 
excluded from the outcome equation is one that must be made on substantive rather 
than technical grounds. That is, researchers must make convincing theoretical jus- 
tifcations for their choice of exclusion restrictions. This is rare in criminology.

21
 For 

example, Wright and Cullen (2000) correct for selection bias in occupational 
delinquency by frst modeling the probability that an adolescent will be employed, 
and then including it as a hazard term in subsequent models of delinquency. They 
use measures of adolescent depression and dating behavior to predict employment 

 

17 Desirable estimators have three properties—they are unbiased, effcient and consistent. An unbi- 
ased estimate means the difference between the true parameter and the expected value of the esti- 
mator of the parameter is 0. This has to do with how well our point estimate represents the true 
population value of interest. Effciency has to do with the standard error of the estimate. More effcient 
estimates have smaller standard errors, meaning any one estimate is more likely to approximate the 
true population value. Finally, consistent estimates are estimates that become unbiased as N ap- 
proaches infnity. While the TPM estimates are biased, they will be more effcient, whereas the 
Heckman estimates will be unbiased and consistent, but less effcient. Which estimate better captures 
the true parameter of interest depends on the degree of bias and ineffciency that exists in each. 
18 This list includes articles outside of our Criminology sample. This list was compiled using a search 
of articles that cite Stolzenberg and Relles. 
19 Exclusion restrictions are very similar to instrumental variables (Angrist 2001). In each case, we 
try to identify factors that affect one variable but do not affect a second variable. The ultimate 
exclusion restriction would be experimental or random assignment. Clearly, if people are randomly 
assigned to prison, then there will be no correlation between the error terms of the prison and 
sentence length equations, and there will be no selection bias. In the absence of experiments, we 
need to fnd quasi-experiments or elements of the selection process that are uncorrelated with the 
substantive decision of interest. 
20 One possible exclusion restriction for sentencing research is strength of evidence. Early studies 
suggest that this factor affects the likelihood of conviction, but not the severity of the sentence post- 
conviction (Albonetti 1991). 
21 To be more comprehensive, we attempted to identify additional papers outside the journal 
Criminology that used the Heckman with exclusion restrictions. We did fnd four other examples of 
models using the Heckman correction and incorporating exclusion restrictions (Albonetti 1991; 
Maxwell et al. 2002; Robertson et al. 2002; Worrall 2002), but none of the articles we reviewed 
defended or discussed their exclusion restrictions in any detail. 
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but not to predict delinquency (except through their impact on employment). These 
two factors therefore represent potentially important exclusion restrictions, but no 
justifcation is provided regarding their relevance for employment but not delin- 
quency. This is problematic because the substantive and theoretical justifcation is 
the essential component that enables one to claim that the selection process has been 
accurately modeled. 

Far more common is the case where no exclusion restrictions are incorporated (21 
out of the 25 articles we reviewed in Criminology, see Table 1).

22
 In these cases, it is 

not uncommon for the authors to report little difference in the results with and 
without the Heckman correction. These types of results have been offered as evi- 
dence against substantial selection bias in some work, but an alternative and equally 
compelling interpretation is that the estimator has failed to capture the selection 
effect. This may be particularly true if the estimator has been implemented incor- 
rectly. Criminologists have adopted the frst explanation, while economists subscribe 
to the latter. When economists cannot fnd a valid exclusion restriction, they simply 
estimate both the admittedly biased TPM and the unconditional model, and 
acknowledge they have a problem with selection (see Mofftt 1999). A substantial 
number of papers in criminology, cited above in ‘Exclusion restrictions and model 
identifcation’, follow a similar approach, and it is likely others would have followed 
suit if not pushed by reviewers to include a selection correction. We believe it is 
better to estimate the TPM and admit the problem than to pretend to solve it by 
mechanistically applying the Heckman correction. Ideally, researchers should strive 
to model selection with natural experiments when possible, but in the absence of 
natural experiments, the goal should be to develop more detailed intuition about the 
threat of selection bias in one’s data. In the following section, we detail two methods 
for doing so—one that examines the overall potential for Heckman’s correction to 
provide improved model estimates, and one that offers specifc insight into the 
amount of bias present in specifc coeffcients of interest. 

 
 

An Empirical Example: Selection Bias in Criminal Sentencing 
 

A number of recent attempts have been made to develop intuition about the size of 
selection bias faced in any given problem, and a number of studies have evaluated 
the relative performance of competing estimators (e.g. Klepper et al. 1983; Maddala 
1985; Puhani 2000; Stolzenberg and Relles 1997; Winship and Mare 1992). Knowing 
something about the size and underlying reasons for the selection problem helps one 
to better understand how important the problem is, and how benefcial or detri- 
mental different approaches will be in attempting to address it. Because Heckman’s 
correction has been applied frequently in research on criminal sentencing, we utilize 
that example as a vehicle for our discussion. In what follows, we continue to 
maintain the assumption of normality adopted by Heckman.

23
 

 

22 In Table 1, we counted those articles which arbitrarily excluded variables that were highly cor- 
related with the correction factors in order to estimate the model as not having exclusion restrictions. 
23 There is a substantial literature on alternative estimation frameworks, including non-parametric 
frameworks, which avoid some of the problems associated with the restrictive parametric assump- 
tions required by the bivariate normal models (Ahn and Powell 1993, Chay and Lee 2001). While we 
do not deny the potential usefulness of these alternative frameworks, we have chosen to remain 
within a framework known to most criminologists. 
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Fig. 3 Flow chart of common selection decisions in the choice of model estimators 

 

As Fig. 1 suggests, the frst step in selecting an appropriate modeling strategy is to 
identify the population of interest. Assuming we are interested in modeling the 
length of incarceration for convicted offenders, we need to select a population to 
whom we will generalize our fndings. In typical models of sentence length it is 
presumed, though seldom explicitly stated, that we are interested in unconditional 
estimates—that is in estimates for some larger population of interest beyond those 
offenders sentenced to incarceration. However, it is often unclear whether the true 
population of interest is all criminals, all arrested criminals, all convicted criminals, 
or some other undefned group. Although some sentencing scholars have suggested 
that the totality of criminal events is the appropriate population of interest (Klepper 
et al. 1983), it is diffcult to imagine a dataset that would allow reliable inferences to 
this elusive populace. We fnd the argument for the population of all arrested 
offenders compelling (Klepper et al. 1983; Reitz 1998; Smith 1986), but for the 
present illustration, we follow standard practice and focus on the population of 
convicted offenders. In this context, the main concern is that the coeffcients pre- 
dicting sentence length will be biased because we only observe sentence length for 
those individuals receiving incarceration. 

Once we have decided to focus on the convicted population, we need to make a 
decision about the appropriate selection model and its estimator. Figure 3 provides a 
heuristic device for conceptualizing this process. The frst distinction to be made is 
between explicit and incidental selection processes. If judges are sentencing on a 
continuum that includes probation and incarceration, then an explicit selection 
process is occurring. Offenders sentenced to probation or any other alternative to 
incarceration have a sentence which is censored to the researcher. This censoring is 
an empirical problem. In the case of criminal sentencing data, information is typi- 
cally available for the covariates in both incarceration and non-incarceration cases. 
The distribution is therefore censored (rather than truncated) and the Tobit model 
provides an appropriate modeling strategy. Although the use of the Tobit model has 
become increasingly popular in sentencing research (e.g. Albonetti 1997; Bushway 
and Piehl 2001; Kurlychek and Johnson 2004), we will follow the more traditional 
assumption that judicial decision making occurs in two distinct stages: judges decide 
whether or not to incarcerate and then they decide the length of the sentence for 

Model 
Estimator 

Data 
Considerations 
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those receiving incarceration (Wheeler et al. 1982). This type of theoretical argu- 
ment supports an incidental selection process.

24
 Ultimately, it is up to the researcher 

to provide clear theoretical justifcation for the type of selection occurring in their 
particular research context. There is no empirical test that can ‘‘prove’’ one 
approach is better than the other. 

If the incarceration and sentence length decisions are independent of one another, 
then their error terms will not be correlated and selection bias is not a problem. In 
this case, estimates from the simple TPM will be unbiased and preferred. Such a 
scenario, however, relies on the unlikely assumption that the selection equation 
accurately and wholly refects the selection process. Recall that to the extent that the 
same unobservable characteristics infuence both processes, the error terms from the 
two equations will remain correlated. Because sentencing data (and criminological 
data in general) seldom contain the full gamut of operative infuences in the decision 
making process, it is prudent to assume selection effects exist when modeling these 
outcomes. Given that judicial sentencing decisions involve incidental selection with 
correlated error terms in the incarceration and sentence length decisions, the re- 
searcher is left with two different modeling options. One is to implement a correc- 
tion model like the Heckman estimator and the other is to simply rely on the 
uncorrected estimates from the TPM. This is a common dilemma faced not only by 
sentencing scholars, but by researchers concerned with a broad array of crimino- 
logical research questions, and as we demonstrate, it can have important conse- 
quences for the conclusions one draws about different relationships of interest. 

 

Two Approaches to Assessing Selection Bias 
 

In the face of incidental selection, criminological research seldom provides adequate 
justifcation for incorporating or failing to incorporate Heckman’s estimator. At least 
in part, this is the product of a lack of clear criteria for assessing its appropriateness. 
We focus here on two complementary approaches that are likely to provide useful 
insights for researchers concerned with selection bias. The frst approach was 
explicated by Stolzenberg and Relles (1997). Earlier work by Stolzenberg and Relles 
(1990) is sometimes cited by criminologists for its fnding that Heckman’s correction 
can lead to highly unstable estimates if used without exclusion restrictions. It is 
typically employed as justifcation for not using Heckman’s estimator even when 
selection bias is explicitly acknowledged as a potential problem (Felson and Messner 
1996; Kautt 2002; MacMillan 2000; Sorenson and Wallace 1999). Unfortunately, 
more recent follow-up work by Stolzenberg and Relles (1997), which provides useful 
techniques for assessing the amount of selection bias in one’s estimates, has garnered 
less attention from the feld. Our systematic review of 64 articles that cite their work 
failed to identify a single study that has employed their method for assessing 
selection bias. Our goal here is to reacquaint the feld with this method in the hope 
that criminologists concerned with selection bias will begin to carefully assess the 

 
24 The assumption of a two-stage decision making process in criminal sentencing largely grew out of 
early research on white collar offenders in federal districts that argued ‘‘the frst and hardest decision 
the judge makes is whether the person will go to prison or not,’’ which is ‘‘experienced as qualita- 
tively different from the decision as to how long an inmate should stay in prison’’ (Wheeler et al. 
1982, pp. 642, 652). This assumption has been challenged recently and may be less valid for cases 
sentenced in states with presumptive sentencing guidelines (Bushway and Piehl 2001). 
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size of the problem, and then carefully apply methods which might correct the 
problem when appropriate. 

Stolzenberg and Relles outline a methodology that can be used to calculate the 
amount of bias we would expect in our estimation if we did not correct for selection. 
We provide only a brief explanation of these calculations because a more detailed 
treatment is available in Stolzenberg and Relles (1997). In the following equations 

@B1  represents this predicted bias. 

 

0 (  

  

)(  
^ 

\  
  

Ẑ ·x 2 ···x p 

B1 
rqedqx 1 Ẑ ·x 2 ···x p

k T - a1Z1 - ··· - aqZq SZ=Sx1 ( )2 ð6Þ  

 
In (Eq. 6), x1 is the independent variable for which we want to estimate the effects 

of selection bias, and x2 through xp are other independent variables in the regression 

equation. Z represents the covariates in the selection equation and Ẑ the predicted 
values from the selection equation. The r represents the standard deviation of the 
regression equation error, and qed remains the unknown correlation between the 
selection and substantive equation error terms.  k0ðT - â1Z  1 - · · · - âqZ  qÞ is the frst 
derivative of the function k, evaluated at the mean of the predicted values from the 
probit equation Ẑ , multiplied by –1.  ðSẐ =Sx 1 Þ is calculated by dividing the standard 
deviation  of  Ẑ by  the  standard  deviation  of  the  covariate  of  primary  interest,  x1. 

2 ^ Finally, ðR ^ Þ is the squared multiple correlation between Z and x2...xp (i.e. the 
2 Z·x 2···x p  

^ 2
 

R   for the regression of Z on x2...xp) and   ðR x1·x2···xp Þ is the squared multiple corre- 
lation between x1 and x2...xp (i.e. the R2 from the regression of x1 on x2...xp). Stol- 
zenberg and Relles (1997) recommend evaluating this bias under a variety of 
assumptions about the size of qed, the unknown correlation between the selection 
and substantive equation error terms. All other terms are known.

25
 

To determine if selection bias is relatively large or small, Stolzenberg and Relles 
advocate calculating the ratio of the estimated selection bias for the variable of 
interest to this estimate’s sampling error. If evidence is found that selection bias may 
be substantial, the frst choice is to implement a selection model (either the 
Heckman two-step or FIML) with exclusion restrictions. However, in the absence of 
exclusion restrictions, Leung and Yu (1996, 2000) suggest that it still may be possible 
to obtain reasonable answers using the Heckman two-step or FIML, under certain 
conditions. Their approach hinges on the condition number, which is a measure of 
how sensitive the solution is to data errors/changes. A regression equation with a 
matrix of independent variables with a high degree of multicollinearity will be very 
sensitive to small changes in the data, and is therefore unstable, or ‘‘ill-condi- 
tioned.’’

26
 The general issue is whether the X vector has a broad enough range to 

make the inverse Mills ratio effectively non-linear, since the standard normal model 
is only truly non-linear in the tails of the distribution (when Z is less than –3 or 
greater than 3). Leung and Yu suggest that the Heckman/FIML can be productively 

 

25 The STATA do fle used to estimate these coeffcients is available from the authors by request. 
26 Statistically, the condition number is the ratio of the maximum Eigenvalue to the minimum 
Eigenvalue for the matrix of independent variables in an analysis (see Belsley et al. 1980, pp. 100– 
104, for a technical treatment of the condition number). It can be calculated in STATA 8.2 with the 
collin() function and is also provided in standard output for collinearity diagnostics in SPSS and 
other statistical software packages. 

^ ^ ? -  @ 
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Table 2 Estimates of selection bias in the sentence length model for race, ethnicity and gender 
coeffcients 

 

qed Black    Hispanic    Male   

 @b j@b1 
=Sb1 

j  Months  @b j@b1 
=Sb1 

j  Months  @b j@b1 
=Sb1 

j  Months 

0.25 –0.24 4.16 0.36  –0.42 3.96 0.58  –0.46 6.73 0.75 
0.50 –0.47 8.32 0.73 –0.84 7.91 1.16 –0.93 13.47 1.49 
0.75 –0.71 12.47 1.09 –1.25 11.87 1.73 –1.39 20.20 2.24 

1.00 –0.94 16.63 1.45 –1.67 15.83 2.31 –1.85 26.93 2.98 

Note: @ b = estimate of selection bias 

j@b 1 
=Sb 1 

j = ratio of selection bias to the sampling error of the independent variable of interest 

estimated without exclusion restrictions if the condition number is less than 20, 
though this represents a rough guideline rather than an absolute threshold (Belsley 
et al. 1980). It is up to the researcher to balance the relative merits of Heckman’s 
correction against the added collinearity it introduces, but very large condition 
numbers clearly suggest instability in regression coeffcients. 

Although the condition number can provide useful intuition into the potential 
dangers of collinearity for Heckman’s estimator, it is important to note that 
econometricians have questioned its use in the absence of exclusion restrictions (see 
Vella 1999 for a cogent statement of these concerns). The primary concern is that the 
distribution in the tails, which identifes the Heckman estimator, is heavily depen- 
dent on the normality assumption of the probit.

27
 Because the Leung and Yu papers 

are based on simulation data where the normality assumption is met by construction, 
they do not assess the sensitivity of their results to violations of normality. Given this 
controversy, we believe that any reliance on the condition number in criminology 
research should be exercised with caution, and only in conjunction with other 
approaches that provide a sense of the magnitude of the problem. Ideally, applica- 
tion of these diagnostic techniques should only ensue after a comprehensive search 
for valid exclusion restrictions. We demonstrate our recommended approach in the 
next section. 

 

Empirical Example Using Pennsylvania Data 
 

To demonstrate the utility of the above procedures, we examine two recent years 
(1999–2000) of sentencing data from the Pennsylvania Commission on Sentencing 
(PCS). These data have a high degree of censoring, combined with relatively good 
model ft in a large dataset. Just over half of the 148,890 criminal cases sentenced 
during these years received incarceration while the rest  were  sentenced  to  some 
form of alternative sanction, such as probation or intermediate punishment. The 
amount of explained variation in our sentence length regression is almost .7, which is 
large by standard assessments. From these indicators alone, it is diffcult to know 
whether the amount of selection bias in our estimates warrants the use of Heckman’s 

 
27 This is commonly understood by criminologists in another context. The logit and probit models 
will provide very similar effect size estimates when the probability of the dependent variable being a 
success is not close to 1 or 0. However, as the proportion of successes approaches 1 or 0, which 
requires extreme values of Z, the two models can provide very different results because of the 
different parametric assumptions. 
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Table 3 Comparison of regression estimates for the TPM and Heckman two-step estimator (with 
and without standard error correction) 

 

 Two-part model (TPM) Heckman (no error correction) Heckman (error correction) 

B (S.E.) B (S.E.) B (S.E.) 

Black 0.63* (.087) 1.47* (.088) 1.47* (.096) 
Hispanic 2.56* (.146) 3.78* (.147) 3.78* (.162) 

Male 0.37* (.111) 2.33* (.117) 2.33* (.126) 

Note: Coeffcients reported from the full multivariate model controlling for presumptive sentence, 
mandatory, age, offense type, mode of conviction, and sentencing year (N = 148,890 for incarcera- 
tion; N = 79,444 for sentence length) 

* Coeffcients signifcant at p  £  0.001 

 

correction. While poor model ft in a well-specifed selection equation suggests small 
selectivity bias (or a poor understanding of the selection process), good model ft in 
the substantive equation of interest is desirable for less biased coeffcients 
(Stolzenberg and Relles 1997, p. 499). 

Table 2 provides the results from our application of (Eq. 6) to the PCS data for 
race, ethnicity, and gender, net of the presumptive sentence, mandatory sentences, 
sentencing year, offender age, crime type (violent, property, drug) and mode of 
conviction (see Johnson 2006 for a detailed description of these data). We focus on 
these three effects for demonstrative purposes because they remain at the heart of an 
extensive literature on discrimination in the criminal justice system (Zatz 2000). 
Because it is impossible to know the correlation between the error terms in the 
selection and regression equations (i.e. qed), we repeat the analysis allowing this 
correlation to vary between .25 and 1. As the correlation between the error terms 
increases, so does the amount of selection bias. In order to gauge the relative size of 
the selection bias, we follow Stolzenberg and Relles (1997) and divide the estimates 
of bias by the sampling error in their estimates. This provides a more intuitive 
measure of the magnitude of bias in the coeffcients. 

Several conclusions can be drawn from these results. First, the substantive effect 
of selection bias for being black is relatively modest, even in the worst case scenario. 
The estimated bias for black ranges from –.24 when the correlation between the 
regression and the selection errors is .25 to a maximum of –.94 when the error terms 
are perfectly correlated. When these estimates are divided by their standard errors 
they range from 4.16 to 16.63. This suggests that the predicted bias at its greatest is 
about 16 times the standard error of the black coeffcient in the uncorrected TPM. 
We estimated the uncorrected TPM in the frst column of Table 3 and found a 
standard error on the black coeffcient of .087. In substantive terms, then, the black 
coeffcient would be biased at most by 1.45 months (16.63*.087 = 1.45) given perfect 
correlation between the error terms in the two equations. 

Second, the amount of bias is somewhat larger for Hispanic ethnicity and gender. 
For ethnicity, the upper bound of the selection bias effect is 2.31 months whereas for 
gender it is almost three full months. Substantively speaking, then, selection bias is 
about twice as strong for gender as for race. These results suggest that the necessity 
of correcting for selection bias, at least in these data, is greater for research questions 
focusing on gender than race. The extent to which these fndings are specifc to the 
PCS data examined here is an empirical question that needs to be addressed in 
future applications. 
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For the sake of this exercise, suppose our primary interest is in the effect of 
gender on sentence length. We could simply use the Stolzenberg and Relles bias 
estimates under the most conservative assumption (qed = 1) to bound our estimates 
from the TPM. In this case, we would conclude that males are sentenced to some- 
where between .37 and 3.35 months of additional incarceration. While a useful 
exercise, this still provides a fairly broad range of possible effect sizes. Ideally, 
therefore, we would prefer to estimate a Heckman correction with exclusion 
restrictions. As one example, if our population of interest was all arrested offenders 
and we had data on conviction decisions, we might use strength of evidence to model 
selection into conviction but not to predict sentence length. Evidentiary factors are 
strong predictors of the probability of conviction, but once convicted should be 
theoretically unrelated to sentence severity (see Albonetti 1991 for an application of 
this example). When exclusion restrictions are not available, though, the researcher 
must choose between not correcting for bias (i.e. using the TPM), or correcting for it 
with the Heckman or FIML estimator. While the FIML will always be more eff- 
cient, it is more sensitive to the normality assumption than the Heckman two-step. A 
reasonable strategy therefore is to compare the estimates from these two estimators, 
and if the estimates vary dramatically it suggests there may be a problem with the 
model assumptions. 

As discussed, a frst step in assessing the potential validity of either the Heckman 
two-step or FIML when exclusion restrictions are not available is to examine the 
condition number as suggested by Leung and Yu (1996). These scholars suggest that 
a condition number below 20 indicates multicollinearity is not a concern. Under 
these conditions, Leung and Yu suggest that the corrected estimates will be superior 
to those from an uncorrected TPM. 

Our estimated condition number of 19.66 is very close to the critical threshold of 
20, which suggests that the collinearity introduced by the inverse Mills ratio might 
cause problems for the Heckman estimator without exclusion restrictions. Next, we 
attempted to estimate the FIML model, which failed to converge to a solution for 
our chosen specifcation. Although the FIML is a more effcient estimator than the 
Heckman two-step, it is also more sensitive to violations of underlying model 
assumptions, particularly the bivariate normality assumption. To investigate this, we 
re-estimated the FIML using a logged measure of sentence length which should 
better satisfy the normality assumption. This alternative specifcation did converge 
to a solution, offering some support for this explanation. 

In this case, we have two facts which allow us to make an a priori decision about 
the use of Heckman. We found a marginally high condition number, suggesting the 
X variables may not create enough variation in the underlying Z parameter to 
provide stable estimates, and the FIML estimator failed to converge, suggesting that 
the bivariate normal assumptions may not be valid. Together, these pieces of 
information suggest the Heckman estimator is unlikely to provide more reliable 
estimates compared to the simple Two Part Model. 

For illustration purposes, Table 3 reports the model coeffcients estimated with 
the uncorrected TPM and Heckman’s two-step estimator (with and without standard 
error corrections). Several important observations can be gleaned from these fnd- 
ings. First, non-trivial differences emerge in the effects of model parameters across 
estimation strategies. Comparing the TPM to the Heckman model, the effect of 
black in the latter is more than twice as large, while the effect of gender is over six 
times as large. Second, the Heckman two-step correction in STATA produces 



J Quant Criminol 

1 3 

 

 

standard errors that are about 10% larger than the improperly calculated estimates 
for the Heckman. Examination of additional model specifcations, including criminal 
history and crime severity along with the presumptive sentence (Ulmer 2000), re- 
vealed differences as great as 30% (results not shown). Failure to correct standard 
errors, then, may lead to overstated statistical signifcance in prior work that employs 
Heckman. Although this may not be a problem in sentencing research using very 
large datasets, there are studies in our sample for which such an increase would lead 
to different conclusions regarding the signifcance of key coeffcients. 

Finally, although our a priori tests have led us to conclude that the Heckman 
without exclusion restrictions is not a valid estimator in this situation, it is interesting 
to note that the results in Table 3 are in line with what we might expect given the 
amounts of bias reported in Table 2; the coeffcients with the most potential bias are 
affected the most by selection bias corrections. One reasonable concern about the 
Stolzenberg and Relles technique is that it relies on the bivariate normality 
assumption, but rather than providing a single point estimate of the bias it offers 
upper and lower bounds. It is therefore a useful diagnostic technique that can be 
used in conjunction with the simple TPM, either when the Heckman cannot be 
estimated with exclusion restrictions or in the case of high condition numbers. 
Additional non-parametric or semi-parametric bounding techniques may also prove 
useful in this regard. 

 
 

Conclusion 
 

I don’t pretend we have all the answers. But the questions are certainly worth 
thinking about. 
-Arthur C. Clarke 

We began this paper with a quotation from the noted science fction author Arthur 
C. Clarke that suggests advanced technologies can be mistaken for magical solutions. 
Our investigation, however, reveals that the Heckman two-step approach does not 
offer a magic solution to selection bias—it is not a statistical panacea but rather a 
particular estimator that requires careful thought and supplemental investigation to 
adequately assess its appropriateness in any given application. We close the paper 
with a second quotation from this author, which serves to highlight the fact that we 
do not have all the answers to this pervasive problem. The only real solution to the 
problem of selection bias involves striving for a better understanding of its causes 
and consequences, which can then be utilized to make more informed decisions 
about the most appropriate way to proceed. 

The present work offers some useful guidance in this direction. It set out to 
investigate the use (and misuse) of Heckman’s two-step estimator in criminological 
research. We began by reviewing recent studies in Criminology that use Heckman’s 
approach and found convincing evidence that it is often misapplied. Arguably the 
most important concern is its routine application to analytical problems for which it 
simply does not apply, such as discrete dependent variables. 

Even when properly applied, though, our investigation suggests that the routine, 
mechanistic application of Heckman’s estimator remains problematic. This is par- 
ticularly important in the typical case where no exclusion restrictions are employed. 
When the same predictors are used to model the selection process and substantive 
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outcome, there will often be substantial correlation between the correction term and 
the included variables. The presence of serious multicollinearity is a common theme 
in papers that use the Heckman, but one that is seldom addressed effectively. In 
some cases, researchers have gone so far as to omit correlated variables, like offense 
seriousness, from the sentence length equation. This approach gives the false 
appearance of correcting for selection bias, when in fact the substantive equation has 
simply been misspecifed. It is also common for researchers to report a large but 
statistically insignifcant correction term and to interpret this fnding as evidence 
against substantial bias, even when collinearity substantially infates the standard 
error of the correction term, reducing the power of the test for selection bias.

28
 In the 

face of severe multicollinearity, simulation research suggests it is better to simply 
acknowledge the threat of selection and estimate the simple Two-Part Model. 

The problem with this approach is that it essentially ignores the selection prob- 
lem. Our recommendation is that criminologists be more explicit in their attempts to 
model substantive selection processes. Attempts to collect better data across selec- 
tion stages are needed. Data on unconditional populations would be useful, for 
example using indicted samples rather than convicted samples. Better efforts are 
also needed in identifying valid exclusion restrictions, or theoretically based argu- 
ments for variables that affect one part of the selection process and not the other. 
Natural experiments can provide useful approaches in this respect (see Loeffer 
(2006) and Owens (2006) for recent examples in the context of sentencing). We are 
also optimistic about the possibility of experiments or quasi-experiments that can be 
implemented as part of sentencing reforms. In addition, the Stolzenberg and Relles 
(1997) technique allows for the investigation of selection bias in particular coeff- 
cients of interest, enabling the researcher frst to determine if selection bias is likely 
to affect the variables of interest and second, to bound coeffcient estimates. And 
examination of the condition number provides some general insight into when the 
Heckman might be used even without exclusion restrictions. 

We believe the incorrect application of the Heckman documented in this paper 
provides a useful warning about the importation of new techniques into criminology. 
Since the Heckman’s introduction into the feld, researchers have commonly 
implemented the technique incorrectly, without referees and editors catching the 
mistakes. Over time, the errors became embedded in the discipline, and simply 
became part of how one conducted research. This is a sobering realization, and one 
that should cause all authors/referees to be especially careful when dealing with new 
and complicated methods. It should also raise the bar for those who wish to import 
new methods into the feld. It is imperative that such importation be done clearly 
and carefully so that users are aware of the key issues involved in the application of 
the method. 

 
28 A similar problem is endemic in comparisons of coeffcients across different models affected by 
selection. In sentencing, key modeling decisions, such as the decision to examine incarceration and 
sentence length as two distinct outcomes, rest on the fnding that coeffcients exert different effects 
on the two outcomes. However, if the error terms in the two models are correlated, the coeffcients 
for sentence length will be biased. This will lead to fawed comparisons if a simple TPM is utilized or 
if the Heckman is implemented incorrectly. This observation may also apply to the current debate 
about whether jail and prison can be treated as the same outcome (Holleran and Spohn 2004). To the 
extent that selection bias exists in the coeffcients for jail and prison sentences (i.e. non-random 
selection processes determine conviction and therefore offender placement), any comparison of 
these effects across models without good controls for selection must be conducted with caution. 
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We realize these observations may seem pessimistic, so we conclude the paper 
with a focus on the steps that can be taken to better address selection issues in 
criminological work. First, the researcher needs to decide, on theoretical grounds, 
what kind of selection is present. The Heckman is a potential estimator only if 
incidental selection is present. The Heckman is not appropriate for other types of 
selection. Second, if a researcher believes she is dealing with incidental selection, she 
should think about the amount of potential bias in the coeffcients of interest. The 
Stolzenberg and Relles method is one way this can be accomplished. In the Penn- 
sylvania conviction data, we found little evidence of substantial race bias, whereas 
the results for gender suggested higher levels of bias. It does not make sense to 
correct for selection bias in situations where it is relatively small, even in the worst 
case scenario. Third, researchers should think both substantively and theoretically 
about the selection process under study in order to fnd exclusion restrictions to use 
with the Heckman estimator. The goal is to identify variables that infuence the frst 
stage but not the second. In general, criminologists have not devoted enough energy 
to identifying valid exclusion restrictions when attempting to address issues of 
selection bias. Research in other disciplines, such as economics, demonstrates that 
creative, relevant exclusion restrictions can be found for many important research 
questions. Fourth, when good exclusion restrictions can be identifed, implement 
Heckman’s estimator using statistical software (e.g. STATA or LIMDEP) to elim- 
inate user errors. Fifth, if exclusion restrictions cannot be identifed, calculate the 
condition number. If the condition number is less than 20, consider using the 
Heckman and the FIML, but also estimate the TPM. The failure of the FIML to 
converge is a useful diagnostic signal that the model may not be appropriate. Take 
extra care to compare the difference between the Heckman estimators and the TPM 
with the amount of bias predicted by the Stolzenberg and Relles method. By tri- 
angulating these sensitivity analyses, a deeper understanding of the importance and 
consequence of selection bias in one’s analysis is achievable. 

Ultimately, continued development of our theoretical understanding of the 
selection processes underlying criminological phenomenon is needed. In our 
example of criminal sentencing, this means researchers need to continue to strive to 
better understand and model the criminal justice process itself, rather than imple- 
ment an often misunderstood statistical correction. Thinking about the problem in 
this way makes it clear that the issue of selection is ultimately not an econometric or 
statistical problem, but rather a substantive and theoretical one. If the ultimate goal 
of social science research is to understand the processes that lead to the outcomes we 
observe, then the challenge of selection bias is not a statistical inconvenience, but 
rather an essential part of our understanding of the basic underlying phenomenon of 
interest. 
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Appendix 
 

Syntax for Regression Estimates with Heckman Two-Step and FIML in STATA 8.2 
FIML: HECKMAN depvar indepvars, select (selection indepvars) 
TWO-STEP: HECKMAN depvar indepvars, twostep select (selection indepvars) 
**depvar is your dependent variable of interest 
**indepvars are your independent variables in the regression equation 
**selection indepvars are the independent variables in the selection equation 
Sample Syntax for Calculating Heckman Two-Step and Condition Number in STATA 8.2 
************HECKMAN TWO-STEP************** 
#delimit ; 
heckman length presumptive mandatory age agemiss female black hispanic 
otherace violent property drugs negplea bench jury dispmiss yr1999, 
twostep select (presumptive mandatory age agemiss female black hispanic 
otherace violent property drugs negplea bench jury dispmiss yr1999); 
predict lambda, mills; 
***********CONDITION NUMBER**************** 
#delimit ; 
collin guidemin manapply newage agemiss female black 
hispanic otherace violent property drugs negplea bench jury 
dispmiss yr1999 lambda if incar = = 1; 
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	Abstract Issues of selection bias pervade criminological research. Despite their ubiquity, considerable confusion surrounds various approaches for addressing sam- ple selection. The most common approach for dealing with selection bias in crimi- nology remains Heckman’s [(1976) Ann Econ Social Measure 5:475–492] two-step correction. This technique has often been misapplied in criminological research. This paper highlights some common problems with its application, including its use with dichotomous dependent
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	Any sufﬁciently advanced technology is indistinguishable from magic. 
	Introduction 
	 
	For several decades criminologists have recognized the widespread threat of sample selection bias in criminological research.) two-step estimator, also known simply as the Heckman. This approach involves estimation of a probit model for selection, followed by the insertion of a correction factor—the inverse Mills ratio, calculated from the probit model—into the second OLS model of interest.  Sample selection issues arise when a researcher is limited to information on a non-random sub-sample of the populatio
	After Berk’s () seminal paper introduced the approach to the social sciences, the Heckman two-step estimator was initially used by criminologists studying sen- tencing, where a series of formal selection processes results in a non-random sub- sample at later stages of the criminal justice process. Hagan and colleagues applied it to the study of sentencing in a series of papers that demonstrated the prominence of selection effects (Hagan and Palloni ; Hagan and Parker ; Peterson and Hagan ; Zatz and Hagan ).
	Our review fnds that the Heckman estimator tends to be utilized mechanistically, without suffcient attention devoted to the particular circumstances that give rise   to sample selection. This contention is not new, nor is it a problem limited to 
	 
	1 These topics range from those concerned with sample attrition or non-response (e.g. Gondolf ; Maxwell et al. ; Robertson et al. ; Worrall ) to studies of racial profling in police stops (Lundman and Kaufman ), to research examining the effects of race on criminal justice out- comes (Klepper et al. ; Wooldredge ). 
	It is tempting to apply the ‘‘Heckman correction’’ for selection bias in every situation involving selectivity. This type of analysis, popular because it is easy to use, should be treated only as a preliminary step, but not as a fnal analysis, as is often done. The results are sensitive to distributional assumptions and are also often uninformative about the basic economic decisions that produce the selectivity bias. One should think more about these basic decisions and attempt to formulate the selection cr
	As Maddala suggests, the Heckman estimator is only appropriate for estimating a theoretical model of a particular kind of selection; different selection processes necessitate different modeling approaches, which require different estimators. 
	We also fnd important problems with the way the Heckman estimator has been applied in the vast majority of the studies we reviewed. These errors include use of the logit rather than probit in the frst stage, use of models other than OLS in the second stage, failure to correct heteroskedastic errors, and improper calculation of the inverse Mills ratio. Although some of these errors are more problematic than others, collec- tively they raise serious questions about the validity of prior results derived from m
	Even when the correction has been properly implemented, however, research evidence demonstrates that the Heckman approach can seriously infate standard errors due to collinearity between the correction term and the included regressors (Mofftt ; Stolzenberg and Relles ). This problem is exacerbated in the absence of exclusion restrictions. Exclusion restrictions, like instrumental variables, are variables that affect the selection process but not the substantive equation of interest. Models with exclusion re
	We conclude the paper by highlighting two approaches which provide important intuition regarding the severity of sample selection bias and the potential benefts of correcting it with Heckman’s technique. The frst approach, by Stolzenberg and Relles (), highlights a little-used technique which provides important intuition regarding the severity of bias in one’s data, and the second, suggested by Leung and Yu (), assesses the extent to which collinearity introduced by the correction factor is likely to be pro
	 
	 
	 
	conceptual discussion of the selection problem before proceeding to a more detailed discussion of the Heckman technique and its use in criminology. 
	The Conceptual Sample Selection Framework 
	 
	Criminological research questions often involve non-random sub-samples of observations from a population of interest. Criminal sentencing research, for instance, is often concerned with the effects of race (or other status characteristics) on sentence lengths for convicted offenders. The problem is that sentence lengths are only observed for offenders who are incarcerated. This distinction is analogous to what economists label the ‘‘wage’’ equation, where one is interested in returns to schooling on wages b
	When faced with a sample selection problem, the process of selecting a good estimator involves three steps (see Fig. ). The frst step is to identify the relevant population based on the question of interest. Statistical models allow the researcher to make inferences from a sample to a population, so it almost goes without saying that we need to know our population of interest; however, this somewhat obvious issue becomes less trivial in models of selection. Sample selection occurs when a researcher is worki
	 
	3 Part of the reason for the limited application of Heckman in the treatment equation approach is the availability of a number of other approaches for dealing with selection, including experiments, instrumental variable estimation and panel models. For useful in-depth discussions of alternative ap- proaches to the treatment effects model, see Halaby (), Angrist (), and Heckman et al. (). 
	 
	population of interest. The estimate for this larger population is sometimes called the unconditional estimate. Researchers modeling sentence length, for example, are often interested in drawing inferences to the entire population of convicted offenders, despite only having data on sentence lengths for incarcerated offenders. The distinction between the conditional and unconditional populations is non-trivial because it has consequences for subsequent modeling decisions. 
	—explicit and incidental. After choosing an appropriate model, the fnal step is to choose a suitable statistical estimator. 
	Estimators are just different ways to generate estimates of the parameters in the models under study. Each estimator carries its own set of assumptions that are used to identify an estimation strategy. Estimators can be chosen based on a number of criteria including consistency, which deals with the amount of bias in the estimate, and effciency, which concerns the size of the standard error. In addition, the ease of estimation and unrestrictiveness of underlying assumptions represent additional qualities of
	 
	Explicit Selection 
	 
	As the above discussion suggests, different types of selection necessitate different model specifcations and statistical estimators. A number of classic econometric treatments of these issues already exist (Amemiya ; Heckman ; Maddala , Vella ), along with versions written specifcally for sociologists (Berk ; Berk and Ray ; Stolzenberg and Relles ; Winship and Mare ). We will not completely replicate those discussions here, but for illustrative purposes we begin by providing a brief mathematical representat
	 
	 
	4 It is important to distinguish between the terms conditional and marginal. A slope coeffcient is an estimate of the marginal impact of x on y. We can usually estimate two different terms—the marginal effect of x in the conditional and unconditional models. As Greene () makes clear, the estimate of interest will vary by case. 
	 
	Fig. 2  (a) Fitted regression a line for a random sample of 54  cases. (b) Fitted regression line 
	with observations censored below 9 
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	We then utilize this model to discuss the appropriateness of different estimators for different types of selection. 
	We begin by replicating Berk’s () Figure 1, a simple bivariate scatterplot of X and Y  (see Fig. a). To make the conversation concrete, we will use sentencing as  the example. Y will be sentence length and X will be crime severity. To begin, sentence length will be a relative scale that represents the judgment of the actor(s) in the system about the severity of the punishment. This scale will  be translated into  real values at a later time. Crime severity can be imagined to be a score such as a typical gui
	 
	we would expect no selection bias. Simple OLS theory says that a random sample of a population will allow us to make unbiased inference about the coeffcients of interest. In this case, the simple two part model (TPM), or the ‘‘uncorrected’’ model, will be the appropriate modeling strategy (Duan et al. , ). In the TPM, selection into the subset is modeled as a dichotomous dependent variable using probit. Then a second outcome of interest is modeled for only the selected subset of observations using OLS. In t
	 
	There are many ways that non-random selection can arise, but as discussed above they generally fall into two basic categories, explicit and incidental selection. Explicit selection is the simplest, and continues to involve only one dependent variable, Yb, we have demonstrated the case of censoring where all values of Y*. In this case, we will not observe the true value of Y* for certain values of Y*. This is the simplest case because the selection is based explicitly on the outcome of interest. But, to comp
	5 An additional distinction can be made between the simple Two Part Model (TPM) and the censored two stage model (CTSM). Whereas the substantive regression in the TPM is based on the sub-sample of selected cases, for the CTSM, it includes all observations (including zeros for unob- served values). The TPM provides the conditional estimate given selection into the sub-sample of the population whereas the CTSM provides the unconditional estimate based on all observations. This distinction can be useful in cer
	6 While it is possible to estimate the TPM with alternative specifcations, such as the logit instead of the probit, it is important to recognize that the estimator then assumes a different error structure (i.e. errors are distributed log normal). 
	7 This distinction is relevant to the extent that slightly different modeling procedures are appropriate for the two types of samples. Truncated regression models are more appropriate for situations with truncated samples whereas limited-dependent-variable models or Tobit models are generally pre- ferred for censored samples (see Fig. ). 
	 
	the estimated regression line will be fatter than the real line, leading to an under- estimate of the coeffcient of interest, and the more  censoring/truncation,  the  more bias. The most common estimator of the explicit selection model presented in (Eq. 3) is the Tobit model (Tobin ). 
	Y ¼ Y *  if Y * [9  3 
	 
	A slightly more complicated type of selection is incidental selection. Here, we have another endogeneous variable, Y which determines the selection process. We refer to the equation for Y as the selection equation, and the equation for Y* as the substantive equation. In the case of incidental selection, the researcher specifcally models the factors that infuence the selection process. Again, there can be censoring and truncation, and the actual form of Y and the cutoff values will depend on the specifc mode
	Under most circumstances, however, the assumption of independent error terms will not be met because of specifcation problems. If any factors that affect both the selection and substantive equations are omitted from the model, these factors will enter both error terms and induce correlation between them. For instance, recent reviews of the sentencing literature have highlighted the fact that offender socio- economic status is often an omitted variable (Zatz ). If class status does indeed affect the likeliho
	Importantly, the independence of error terms cannot be directly tested. There- fore, a common response in the literature is to compare the estimates from the TPM 
	 
	8 The Tobit model also has some limitations. These limitations include restrictive normality assumptions regarding the dependent variable (Chay and Powell ; Chesher and Irish ) restrictive homoskeasticity assumptions regarding error terms (Wooldridge ), and the key assumption that the effects of independent variables are constant for the selection process and the outcome of interest (Smith and Brame ). See Osgood et al. () for a recent overview of Tobit models. 
	 
	to the estimates from one of several models that attempt to correct for selection bias. Researchers then argue that if their results remain the same, selection is not a problem; however, as we discuss in detail below, this approach assumes that the model correction was valid, an assumption that may not be appropriate. 
	 
	The Heckman Estimator and its Problematic Use 
	 
	The most common approach to estimate incidental selection models involves a class of estimators known generically as bivariate normal selection models.; Maddala ; Puhani ). However, the FIML relies more heavily on the normality assumption and is therefore less robust than the Heckman two-step to deviance from that assumption. The FIML may have diffculty converging, partic- ularly in the absence of exclusion restrictions, while the Heckman two-step model can almost always be estimated. As we will discuss bel
	Y ¼ aZ þ d ð4:1Þ  
	 
	Y ¼ B þ BX þ rqedkðT - aZÞþ re
	ð4:2Þ  
	 
	In the selection equation, which is estimated with a probit, Y is the dichotomous dependent variable, Z is the independent variable, a is the coeffcient of Z, and d is the normally distributed error term. In the regression equation the value of Y is observed when Y is greater than some threshold T, and it is censored (i.e. missing) if Y £ T. Estimation of 4.2 by simply regressing Y on X will be biased because of the sigma term, which represents the omitted variable. This problem can be solved in 
	 
	9 There is also a large statistical literature that attempts to loosen the assumption of bivariate normality by estimating the frst stage semi-parametrically, see especially Ahn and Powell () and Blundell and Powell () as well as Vella () and Newey (). 
	11 We are unaware of any case in which the FIML (or the related LIML model) has been used in criminology. This is somewhat ironic because Heckman originally recommended using the two-step approach only to generate starting values for the FIML estimator (Heckman ). 
	 
	Note: Our review of Criminology studies also included Meithe and Moore (), Tibbets and Piquero (), Messner et al. (), Lundman and Kaufman (), and Messner et al. (). However, none of these studies dealt explicitly with Heckman’s two-step estimator in the selection (non-treatment) equation 
	a This study examined selection issues in two separate datasets. Heckman’s two-step estimator was examined but not included in analyses using the National Youth Survey because the selection model ‘‘revealed no signifcant predictors of sample selection’’ (560). It was included in analyses using the Canadian General Social Survey. The entry in the table refers to these latter analyses 
	b Table 1 represents our best effort to identify whether or not the inverse Mills ratio was properly calculated. Many studies are not explicit about this process. Studies coded Unreported do not contain necessary information, studies coded Probability report using predicted probabilities, studies coded ‘‘Hazard’’ state they calculated a hazard rate but do not say how, and studies coded IMR clearly used the inverse Mills ratio or reported a lambda (k) selection coeffcient 
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	Fig. 3 Flow chart of common selection decisions in the choice of model estimators 
	If the incarceration and sentence length decisions are independent of one another, then their error terms will not be correlated and selection bias is not a problem. In this case, estimates from the simple TPM will be unbiased and preferred. Such a scenario, however, relies on the unlikely assumption that the selection equation accurately and wholly refects the selection process. Recall that to the extent that the same unobservable characteristics infuence both processes, the error terms from the two equati
	Two Approaches to Assessing Selection Bias 
	 
	In the face of incidental selection, criminological research seldom provides adequate justifcation for incorporating or failing to incorporate Heckman’s estimator. At least in part, this is the product of a lack of clear criteria for assessing its appropriateness. We focus here on two complementary approaches that are likely to provide useful insights for researchers concerned with selection bias. The frst approach was explicated by Stolzenberg and Relles (). Earlier work by Stolzenberg and Relles () is som
	 
	24 The assumption of a two-stage decision making process in criminal sentencing largely grew out of early research on white collar offenders in federal districts that argued ‘‘the frst and hardest decision the judge makes is whether the person will go to prison or not,’’ which is ‘‘experienced as qualita- tively different from the decision as to how long an inmate should stay in prison’’ (Wheeler et al. , pp. 642, 652). This assumption has been challenged recently and may be less valid for cases sentenced i
	size of the problem, and then carefully apply methods which might correct the problem when appropriate. 
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	In (Eq. 6), x is the independent variable for which we want to estimate the effects of selection bias, and x through x are other independent variables in the regression equation. Z represents the covariates in the selection equation and Z^ the predicted values from the selection equation. The r represents the standard deviation of the 
	regression equation error, and q remains the unknown correlation between the selection and substantive equation error terms.  kðT - a^Z  1 - ··· - a^Z  qÞ is the frst derivative of the function k, evaluated at the mean of the predicted values from the 
	probit equation Z^ , multiplied by –1.  ðSZ^ =SxÞ is calculated by dividing the standard 
	deviation  of  Z^ by  the  standard  deviation  of  the  covariate  of  primary  interest,  x. 
	2 ^ 
	R   for the regression of Z on x...x) and   ðR1·x2···xp Þ is the squared multiple corre- 
	lation between x) recommend evaluating this bias under a variety of assumptions about the size of q and x...x (i.e. the R from the regression of x on x...x). Stol- zenberg and Relles (, the unknown correlation between the selection and substantive equation error terms. All other terms are known.
	To determine if selection bias is relatively large or small, Stolzenberg and Relles advocate calculating the ratio of the estimated selection bias for the variable of interest to this estimate’s sampling error. If evidence is found that selection bias may be substantial, the frst choice is to implement a selection model (either the Heckman two-step or FIML) with exclusion restrictions. However, in the absence of exclusion restrictions, Leung and Yu (, ) suggest that it still may be possible to obtain reason
	 
	25 The STATA do fle used to estimate these coeffcients is available from the authors by request. 
	Although the condition number can provide useful intuition into the potential dangers of collinearity for Heckman’s estimator, it is important to note that econometricians have questioned its use in the absence of exclusion restrictions (see Vella for a cogent statement of these concerns). The primary concern is that the distribution in the tails, which identifes the Heckman estimator, is heavily depen- dent on the normality assumption of the probit. Because the Leung and Yu papers are based on simulation d
	 
	Empirical Example Using Pennsylvania Data 
	 
	To demonstrate the utility of the above procedures, we examine two recent years (1999–2000) of sentencing data from the Pennsylvania Commission on Sentencing (PCS). These data have a high degree of censoring, combined with relatively good model ft in a large dataset. Just over half of the 148,890 criminal cases sentenced during these years received incarceration while the rest  were  sentenced  to  some form of alternative sanction, such as probation or intermediate punishment. The amount of explained varia
	 
	27 This is commonly understood by criminologists in another context. The logit and probit models will provide very similar effect size estimates when the probability of the dependent variable being a success is not close to 1 or 0. However, as the proportion of successes approaches 1 or 0, which requires extreme values of Z, the two models can provide very different results because of the different parametric assumptions. 
	Table 3 Comparison of regression estimates for the TPM and Heckman two-step estimator (with and without standard error correction) 
	 
	Table provides the results from our application of (Eq. 6) to the PCS data for race, ethnicity, and gender, net of the presumptive sentence, mandatory sentences, sentencing year, offender age, crime type (violent, property, drug) and mode of conviction (see Johnson for a detailed description of these data). We focus on these three effects for demonstrative purposes because they remain at the heart of an extensive literature on discrimination in the criminal justice system (Zatz ). Because it is impossible t
	Finally, although our a priori tests have led us to conclude that the Heckman without exclusion restrictions is not a valid estimator in this situation, it is interesting to note that the results in Table are in line with what we might expect given the amounts of bias reported in Table ; the coeffcients with the most potential bias are affected the most by selection bias corrections. One reasonable concern about the Stolzenberg and Relles technique is that it relies on the bivariate normality assumption, bu
	The present work offers some useful guidance in this direction. It set out to investigate the use (and misuse) of Heckman’s two-step estimator in criminological research. We began by reviewing recent studies in Criminology that use Heckman’s approach and found convincing evidence that it is often misapplied. Arguably the most important concern is its routine application to analytical problems for which it simply does not apply, such as discrete dependent variables. 
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	Syntax for Regression Estimates with Heckman Two-Step and FIML in STATA 8.2 FIML: HECKMAN depvar indepvars, select (selection indepvars) 
	**depvar is your dependent variable of interest 
	**indepvars are your independent variables in the regression equation 
	**selection indepvars are the independent variables in the selection equation 
	************HECKMAN TWO-STEP************** 
	#delimit ; 
	heckman length presumptive mandatory age agemiss female black hispanic otherace violent property drugs negplea bench jury dispmiss yr1999, twostep select (presumptive mandatory age agemiss female black hispanic otherace violent property drugs negplea bench jury dispmiss yr1999); predict lambda, mills; 
	***********CONDITION NUMBER**************** 
	#delimit ; 
	collin guidemin manapply newage agemiss female black hispanic otherace violent property drugs negplea bench jury dispmiss yr1999 lambda if incar = = 1; 
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