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School-Based Prevention of Problem Behaviors: 
A Meta-Analysis 

David B. Wilson,1,2 Denise C. Gottfredson,1 

and Stacy S. Najaka1 

This study examines the features of effective school-based prevention of crime, 
substance use, dropout�nonattendance, and other conduct problems. It summar-
izes, using meta-analytic techniques, results from 165 studies of school-based 
prevention activities that ranged from individual counseling or behavior modifi-
cation programs through efforts to change the way schools are managed. The 
results highlight several inadequacies in the existing research for guiding policy 
and practice, the most notable of which is that many popular school-based pre-
vention approaches have not been well studied to date. The study shows, how-
ever, that school-based prevention practices appear to be effective in reducing 
alcohol and drug use, dropout and nonattendance, and other conduct problems. 
The size of the average effect for each of the four outcomes was small and there 
was considerable heterogeneity across studies in the magnitude of effects, even 
within program type after adjusting for measured method and population differ-
ences. Non-cognitive-behavioral counseling, social work, and other therapeutic 
interventions show consistently negative effects, whereas self-control or social 
competency promotion instruction that makes use of cognitive-behavioral and 
behavioral instructional methods show consistently positive effects. Also effective 
are noninstructional cognitive-behavioral and behavioral methods programs. 
Environmentally focused interventions appear to be particularly effective for 
reducing delinquency and drug use. 

KEY WORDS: prevention; drug use; problem behavior; delinquency; quantitat-
ive review. 

1. INTRODUCTION 

Conduct problems, substance use, and other forms of crime are com-
mon among teenagers. In 1999, 42% of twelfth-grade students in the United 
States reported that they had used illicit drugs in the past 12 months, and 
74% reported having used alcohol (Johnston et al., 1999). The percentage 
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of seniors admitting minor criminal behaviors in the past year is quite high: 
Approximately 30% reported stealing something worth less than $50 and 
taking items from a store without paying for them. More serious violent 
crimes are less prevalent but are still common: 15% say that they got into a 
serious fight at school or work; 12% say that they hurt someone badly 
enough that the victim needed bandages or other medical attention; 4% say 
that they used a knife, gun, or other weapon to get something from a per-
son; and 6% say that they carried a weapon such as a gun, knife, or club to 
school. Between 9 and 14% of youths reported crimes involving major theft 
and property damage in the past year (Johnson et al., 1997). These problem 
behaviors are harmful and costly to society. 

Furthermore, individuals who engage in one form of the above 
behaviors are more likely to engage in others. Huizinga and Jakob-Chien 
(1998) showed, for example, that between 37 and 51% (depending on the 
sample) of youths aged 13 to 17 who committed serious crimes also used 
drugs, compared with between 1 and 3% among nondelinquent youths. 
These serious delinquents are also far more likely to experience a variety of 
mental health problems including aggression, obsessive-compulsive dis-
order, and depression than are nondelinquents. Not surprisingly, serious 
delinquents are also three to four times more likely than nondelinquents to 
be receiving poor school grades, be truant, and be suspended from school. 
Evidence for the cooccurrence of these behaviors is indisputable (Huizinga 
and Jakob-Chien, 1998). This paper examines the effectiveness of the subset 
of prevention practices that occur in schools or are implemented by school 
staff and are designed to reduce the occurrence of these problem behaviors. 

1.1. Previous Reviews of Prevention Programs 

The most recent reviews of drug prevention efforts (Botvin, 1990; Bot-
vin et al., 1995; Dryfoos, 1990; Durlak, 1995; Ennett et al., 1994; Gerstein 
and Green, 1993; Gorman, 1995; Gottfredson, 1997; Gottfredson, 2001; 
Gottfredson et al., 2001; Hansen, 1992; Hansen and O’Malley, 1996; Hawk-
ins et al., 1995; Institute of Medicine, 1994; Norman and Turner, 1993; 
Tobler, 1992; Tobler and Stratton, 1997) generally concluded that substance 
abuse prevention efforts are effective for preventing substance use. Consist-
ent with the general conclusions of the reviews on drug prevention efforts 
are the recent reviews and meta-analyses of studies aimed at reducing con-
duct problems and delinquent behavior (Catalano et al., 1998; Dryfoos, 
1990; Durlak, 1995; Gottfredson, 1997, 2001; Gottfredson et al., 2001; 
Hawkins et al., 1998; Institute of Medicine, 1994; Lipsey, 1992; Lipsey and 
Derzon, 1998; Lipsey and Wilson, 1993; Samples and Aber, 1998; Stage 
and Quiroz, 1997; Tremblay and Craig, 1995). These reviews have estab-
lished that at least some forms of prevention work to reduce delinquency, 



249 School-Based Prevention of Problem Behaviors 

substance use, and other forms of problem behaviors and have led to a 
spirit of optimism about the effectiveness of prevention. 

Beyond the general agreement that something works, however, is much 
uncertainty about the magnitude of the effects of prevention programs, the 
characteristics of effective prevention activities, and the receptivity of differ-
ent segments of the population to prevention programming. The most useful 
studies for describing the magnitude of effects are meta-analytic studies that 
report post program outcome differences between the experimental and the 
comparison groups. One of the earliest meta-analyses of school-based pre-
vention programs was conducted by Tobler (1986; see also Tobler and Strat-
ton, 1997), who synthesized effect sizes derived from 98 research studies. 
The mean effect across studies indicated that young people who had 
received prevention services scored lower on measures of substance use after 
the program than those youths who had not received such services. This 
effect, although significantly different from zero, is modest. 

The meta-analytic studies in this area document wide variability in 
the magnitude of effects from study to study. Gottfredson et al. (2001), 
for example, report effect sizes on measures of problem behaviors 
ranging from A0.86 to 3.09 across 178 studies of school-based prevention 
programs. Understanding which characteristics of prevention activities 
account for this variability is an important first step in designing more 
potent strategies. 

Some of the observed variability in program effects is due to methodo-
logical differences across studies. These differences must be taken into 
account when examining substantive features of programs, for method 
characteristics are often correlated with the substantive characteristics of 
interest. Lipsey (1992) found that method variance accounted for 25% of 
the variance in effect sizes on recidivism outcomes. Once these factors were 
controlled, characteristics of the treatment accounted for an additional 22% 
of the effect size variability. Treatment characteristics associated with larger 
effects included programs targeting higher risk juveniles, programs provid-
ing larger amounts of meaningful contact with the youths, behavioral, skill-
oriented, and multimodal programs, and programs judged to have a more 
sociological and less psychological orientation. 

Reviews of efforts to reduce substance use have produced similar 
results. Hansen (1992) meta-analyzed studies of school-based substance 
abuse prevention curricula published during the 1980s and found that, after 
controlling for methodological features of the studies, social influence pro-
grams (e.g., those focusing on resistance skill training and often including 
norm-setting activities and pledges to remain drug-free) and comprehensive 
programs (e.g., those similar to the broadest social influence programs, but 
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also targeting other skills, such as more general decision-making skills) were 
most successful for reducing substance use. 

Based on a meta-analysis of school-based drug prevention program, 
Tobler and Stratton (1997) concluded that ‘‘interactive’’ programs were 
more effective than ‘‘noninteractive’’ programs. They also showed that pro-
gram content categories (e.g., social influence, information only, affective, 
etc.) were correlated with mode of delivery (interactive vs noninteractive) 
and suggested that some of the positive effect previously attributed to 
program content may in fact be due to the delivery method. 

These meta-analyses converge in suggesting that focused approaches 
that teach specific behavioral and cognitive-behavioral skills are more effec-
tive than other strategies for reducing problem behaviors. But the reviews 
at the same time suggest that approaches that focus on normative change 
(Hansen, 1992) and other sociological variables (Lipsey, 1992) are also effec-
tive, as are multimodal or comprehensive programs (Durlak, 1995; Lipsey, 
1992). The reviews also suggest that the methods may be as important or 
more important than the content (see also, Wilson, 1995). 

This study is designed to increase knowledge about the features of 
effective school-based prevention. It focuses on school-based prevention 
because of the importance of the role of schools in providing prevention 
services (Gottfredson, 2001). It summarizes, using meta-analytic techniques, 
results from 165 studies of school-based prevention activities. These activi-
ties ranged from individual counseling or behavior modification programs 
through efforts to change the way schools are managed. The study is 
intended to determine, on the basis of currently available studies, what types 
of school-based prevention programs (in terms of both outcomes sought 
and activities implemented) are related to variability in the size of program 
effects. The study differs from previous meta-analytic reviews in the follow-
ing ways: (a) it includes only school-based programs, e.g., those taking place 
in school buildings or run by school personnel; (b) it includes all types 
of school-based programs rather than only classroom-based instructional 
programs (e.g., Hansen, 1992) or universal programs (e.g., Tobler and Strat-
ton, 1997); and (c) it includes studies measuring a wide range of problem 
behaviors rather than being focused only on substance use or delinquency 
as has been the case in many prior reviews. A previous review of this litera-
ture by the authors (Gottfredson et al., 2001) was more descriptive and less 
meta-analytic. 

2. METHODS 

2.1. Inclusion Criteria and Search for Relevant Studies 

The studies included in this synthesis represent a subset of those 
detailed in the review by Gottfredson et al. (2001). To be included, a study 
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had to meet the following criteria: (a) it evaluated an intervention, that is, a 
distinct program or procedure intended to reduce problem behaviors among 
children and youth; (b) the intervention was school-based, that is, the inter-
vention was operated in a school building, by school staff, or under school 
or school system auspices (e.g., classroom instruction or other classroom 
activities, schoolwide environmental changes, or modifications of teacher or 
school administrators behaviors and instructional practices); (c) it used a 
comparison group evaluation methodology, including nonequivalent com-
parison group research designs, and the comparison group was a no-treat-
ment or minimal-treatment condition; and (d) it measured at least one 
outcome of interest to this review. Outcomes of interest included indicators 
of (a) crime, delinquency, theft, violence, and illegal acts of aggression; (b) 
alcohol and other drug use, excluding cigarette and smokeless tobacco use; 
(c) withdrawal from school, school dropout, nonattendance, or school tardi-
ness; and, (d) rebellious behavior, antisocial behavior, aggressive behavior, 
defiance of authority, disrespect for others, suspension�expulsion, or other 
acting-out behavior. 

Excluded from this synthesis were studies that did not report sufficient 
information to determine the direction of the effect for at least one of the 
four outcome categories specified above. Studies were included even if they 
did not report sufficient information to compute an effect size, contingent 
on our ability to determine the direction of the effect, that is, whether the 
intervention or comparison group was favored on at least one outcome of 
interest. 

Potentially eligible studies for inclusion in this synthesis were identified 
through searches of computer bibliographic databases (e.g., PsychLit, 
ERIC, and Sociological Abstracts) and through the references of recent 
reviews of prevention programs (Botvin, 1990; Botvin et al., 1995; Dryfoos, 
1990; Durlak, 1995; Hansen, 1992; Hawkins et al., 1995; Institute of Medi-
cine, 1994; Tobler, 1986, 1992; Tremblay and Craig, 1995). In some 
instances, the search of recent reviews resulted in the identification and 
inclusion of a number of unpublished studies. This list was augmented with 
additional studies already known to the authors. Due to cost considerations, 
doctoral dissertations were excluded. 

A total of 165 studies, representing 219 documents, met these criteria. 
A list of included studies is available from the authors. The vast majority 
of these studies were published in peer-reviewed journals (80%), with slightly 
over 10% published in some other form and slightly less than 10% 
unpublished. 

2.2. Coding Unit: Treatment-Comparison Contrasts 

It was common for studies to report on multiple treatment–comparison 
contrasts or to otherwise report data in a disaggregated way that repre-



252 Wilson, Gottfredson, and Najaka 

sented a meaningful distinction for the purpose of this review. Examples 
include two distinct interventions compared to a single control group, the 
same intervention applied to distinct age groups, and an intervention exam-
ined after differing amounts of treatment (e.g., 1 year of a program, 2 years 
of a program, a full-program plus booster, etc.). For the present meta-analy-
sis, treatment-comparison contrasts that represented the former two 
examples were included. Only the contrast representing the full intervention 
was included for studies of the latter type. In the example given, only the 
full-program plus booster was included. This is in contrast to Gottfredson 
et al. (2001) that included all of these possible contrasts. Thus, this meta-
analysis included multiple treatment-comparison contrasts from some indi-
vidual studies when the distinct contrasts represented unique interventions 
or when the program participants represented distinct groups of students. 
In some cases, these multiple treatment–comparison contrasts shared a com-
parison group. Although this introduced statistical dependencies in the data, 
this was balanced against the potential benefit of examining these programs 
in a more differentiated fashion. The statistical method for handling these 
dependencies is discussed below. In all, 216 contrasts were coded from the 
165 studies included in the synthesis. 

2.3. Coding of Study Characteristics 

A code book similar to a survey form was developed to capture infor-
mation regarding the specific nature of the intervention, characteristics of 
the student population, research methodology, measures of problem 
behaviors, and observed effects on these measures at all measurement 
points. Studies were coded by trained graduate students who meet weekly 
to discuss coding decisions. To improve reliability, all studies were coded 
by at least two coders and all coding discrepancies were discussed and 
resolved. A copy of the code book can be obtained from the authors. 

2.3.1. Program Categories 

A major challenge in reviewing a vast literature of this nature is group-
ing the interventions into conceptually meaningful categories. The program 
categories we developed emerged from our interaction with the studies, and 
we believe represent a reasonable and meaningful categorization of these 
interventions. Each treatment program was assessed for the presence or 
absence of 17 treatment components or activities (e.g., instruction, cogni-
tive-behavioral or behavioral modeling, reorganization of grades) using a 
classification system developed for use in the National Study of Delinquency 
Prevention in Schools (Gottfredson et al., 2000). Gottfredson (1997) and 
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Gottfredson et al. (2001) also describes the categories. If a treatment compo-
nent was present, a judgment was made as to whether it was a major or 
minor component of that intervention. An iterative process was undertaken 
using these codes to group programs into mutually exclusive program categ-
ories, resulting in 11 program categories (see Table II). These 11 inter-
vention categories are further grouped as being either environmentally 
focused or individually focused. Although other categorizations of these 
programs are possible, we believe that this categorization is both concep-
tually meaningful and consistent with the actual practices of school-based 
prevention programs. 

2.3.2. Student Characteristics 

The nature of the student population participating in the school-based 
prevention program was captured by a set of items addressing the age, grade 
range, gender, and racial distribution represented in the study. The coding 
protocol also captured a written description of the student sample, often 
taken verbatim from the written report or published document. We also 
coded whether the study represented the general school population or was 
restricted in some way to a high-risk group, such as youths with a criminal 
history or reported drug use. 

2.4. Research Methodology 

The soundness of the empirical evidence was assessed with seven items 
in the coding protocol. These items addressed assignment to conditions (e.g., 
random assignment to conditions), unit of assignment (e.g., student, class, 
school, etc.), unit of analysis, use of control variables in analyses to adjust 
for initial group differences, rating of initial group similarity, attrition, and 
an overall 5-point evaluation of methodological quality. The latter item, 
called the Scientific Methods Score (see Sherman et al., 1997), was informed 
by answers to the method rigor items and had the following anchors to 
assist the coders in making consistent ratings: (1) no reliance or confidence 
should be placed on the results of this evaluation because of the number 
and type of serious shortcoming(s) in the methodology employed; (3) meth-
odology rigorous in some respects and weak in others; and (5) methodology 
rigorous in almost all respects. The double coding of these items by two 
graduate students and discussion of discrepancies helped improve the 
reliability of the final method score. 

2.5. Program Effects 

The effectiveness of the program on each available outcome was coded 
using the standardized mean difference effect size, a measure of the differ-
ence between the program and the comparison groups relative to the 
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standard deviation of the measure employed. Effect sizes were coded such 
that positive values always meant that the experimental group had a more 
desirable outcome than the comparison group, independent of the direction 
of the original scale reported in the study. Whenever possible, the post treat-
ment or follow-up mean difference was adjusted for any baseline mean differ-
ence on that measure. The standardized mean difference effect size can be 
computed from a wide variety of data configurations reported by the primary 
studies (Lipsey and Wilson, 2001). The effect size (d ) was defined as 

Xr TAXr CdG (1) 
spooled 

where Xr T and Xr C are the program and comparison means, respectively, and 
spooled is the pooled within-groups standard deviation (see Hedges and Olkin, 
1985). When baseline means were available, the effect size was computed as 

¯ ¯∆TA∆ 
dG C (2) 

spooled 

¯ ¯where ∆T and ∆C are the posttest or follow-up means minus the baseline 
means for the program and comparison means, respectively, and spooled is 
the pooled within-groups posttest or follow-up standard deviation. Hedges 
(1981) showed that the above equation is upwardly biased when based on 
small sample size and provided a correction equation, 

3 
d ′G�1A �d (3)

4NA9 

where N is the combined sample size of the intervention and control groups. 
This correction was applied to all effect sizes based on Eqs. (1) and (2) 
above. 

The standard deviation in the above equation was pooled across both 
the intervention and the comparison groups and must have been based on 
the variability across students, not the variability across classrooms or 
schools. A standard deviation for a level of analysis higher than the student 
level would tend to be smaller and thus would upwardly bias the effect size 
relative to an effect size based on student-level data. 

Of the 551 effect sizes computed for this meta-analysis, 227 (41%) were 
based on the above formulas. An estimate of d can be computed from pro-
portions based on dichotomous data, such as the proportion of students 
using marijuana, using the probit transformation. The effect size for an 
outcome reported as proportions was computed as 

dGΦ( pT)AΦ( pC) (4) 
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where Φ( pT) and Φ( pC) are the probits associated with the proportions ( p) 
in each group with positive outcomes (see Rosenthal, 1994). When baseline 
proportions were available, the baseline probit for the program and com-
parison group was subtracted from the posttest or follow-up probit in the 
above formula. Roughly half (262, or 48%, of the 551) of the effect sizes 
computed for this meta-analysis were based on proportions. The remaining 
11% of the effect sizes were estimated using other methods discussed by 
Lipsey and Wilson (2001). 

Only 145 of the 216 intervention contrasts coded for this meta-analysis 
provided sufficient information to directly compute an effect size for at least 
one of the four outcome categories. The direction of effect for at least one 
outcome category, and in some cases whether or not the effect was statisti-
cally significant, was determined for all 216 intervention contrasts. The 
robustness of the effect size analyses based on the 145 contrasts will be 
examined by imputing a conservative effect size for all effects with a known 
direction.3 This provides some assurance that the observed effects are not 
simply a function of researchers reporting more statistical detail for positive 
findings. Analyses were performed both with and without these imputed 
values. 

The effect sizes were categorized into one of four broad outcome cate-
gories (criminal behavior, alcohol and other drug use, school dropout and 
nonattendance, and other problem behaviors). Measures of delinquency 
included a wide variety of acts for which individuals could be arrested, and 
in these studies, delinquency was frequently measured using youth self-
reports. Common operationalizations of delinquency included age at first 
involvement, current criminal activity, and frequency of delinquent involve-
ment. Alcohol and drug use also was most often measured using youth self-
reports and operationalizations of use included status as having used 
alcohol or other drugs at least once, frequency of use, and amount typically 

3If the effect was reported as statistically significant, then the effect size was imputed based on 
a t value associated with a two-tailed probability value of 0.05, with the degrees of freedom 
equal to the sum of the intervention and comparison groups minus two. This estimates what 
the smallest statistically significant effect size would be for that study on that outcome and 
will tend to underestimate the true effect, because a statistically significant effect rarely has a 
probability value exactly equal to 0.05. For effects that were statistically nonsignificant or 
where statistical significance was not reported, the effect was imputed based on the t value 
associated with a two-tailed probability value of 0.50. This imputed a small nonzero effect 
size in the direction reported by the study, and we believe that is preferable to imputing an 
effect size of zero in these cases, for the direction of the effect is known. The 25th and 75th 
percentiles for these imputed effect sizes were 0.01 and 0.14, with a median of 0.03. Thus, 
most imputed values were small. It is common practice in meta-analysis to estimate an effect 
size from incomplete data. To omit these studies would potentially upwardly bias the findings, 
for significant findings are more likely to be reported and reported in greater detail. 
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used. Dropout and nonattendance were most often measured using official 
school records. Other problem behaviors encompassed a variety of 
behaviors and were defined to include rebellious behavior, noncriminal anti-
social behavior, aggressive behavior, defiance of authority, disrespect for 
others, school suspension, and school expulsion. While school suspension 
and school expulsion are most often measured using official school records, 
the remaining conduct problems (i.e., rebellious behavior, noncriminal anti-
social behavior, aggressive behavior, defiance of authority, and disrespect 
for others) were most commonly measured using teacher and parent reports 
of behavior. 

2.6. Statistical Analysis 

This meta-analysis used the method of inverse variance weighting in 
the analysis of effect sizes, that is, each effect size was weighted by the 
inverse of its estimated variance. This has the effect of giving greater weight 
to studies based on larger samples. The inverse variance of effect sizes based 
on means and standard deviations was computed as 

nTCnC d ′2 

ûd G C (5) 
nT nC 2(nTCnCA2) 

where nT and nC are the intervention and comparison group sample sizes, 
respectively. The inverse variance of effect sizes based on proportions was 
computed as 

Φ(pT) Φ(pC)2πpT(1ApT) e 2πpC(1ApC) e 
ûd G C (6) 

nT nC 

where the terms are defined as in Eqs. (4) and (5). The inverse variance 
weight is simply the inverse of these values (i.e., 1�ûd). Under the random 
effects assumption that the population effects estimated by distinct studies 
within program categories varied, a random effects variance component is 
estimated using maximum-likelihood methods and added to the above 
inverse variance weights (Lipsey and Wilson, 2001; Raudenbush, 1994). Our 
assumption of a random effects model was based in part on the large esti-
mates of across study variability from other meta-analyses in this general 
research domain (e.g., Tobler and Stratton, 1997) and also on the broad 
nature of this synthesis. 

The coding protocol for this meta-analysis allowed for the extraction 
of multiple effect sizes from an individual study, including both effect sizes 
for multiple outcomes per intervention–comparison contrast and inter-
vention–comparison contrasts that shared a comparison group were coded. 
We handled the statistical dependencies among these multiple effect sizes in 
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two ways. First, for any given intervention–comparison contrast, we 
included only one effect size per major outcome category in an analysis and 
we analyzed each outcome category separately. When multiple effect sizes 
were available within an outcome category, the mean of these effect sizes 
was computed. 

Second, for intervention–comparison contrasts that shared a compari-
son group, the statistical dependency was estimated and directly modeled in 
the analysis by incorporating an estimate of the covariance between any two 
dependent effect sizes into the inverse variance weight matrix used in 
the analysis of effect sizes. For effect sizes based on means and standard 
deviations, the covariance was computed as 

1C1 
2 d1d2

ψG (7) 
nC 

where d1 and d2 are the two effect sizes that share a comparison group, and 
nC is the sample size for the comparison group (see Gleser and Olkin, 1994). 
For effect sizes based on proportions, the covariance was computed as 

Φ(pC)2πpC(1ApC) e 
ψG (8) 

nC 

where the terms are defined as above for Eq. (6). This approach represents 
an incorporation of the methods developed by Gleser and Olkin (1994) for 
handling statistically dependent effect sizes and the random effects methods 
proposed by Raudenbush (1994) and is similar to the methods developed 
by Kalaian and Raudenbush (1996). The percentage of statistically depen-
dent effect sizes in any given analysis was small. As such, the preliminary 
analyses performed without the added burden of modeling these dependen-
cies were highly similar to the results from the final analyses that incor-
porated the covariances. 

3. RESULTS 

3.1. Description of Studies 

Table I shows the sample descriptors for the 216 intervention–compari-
son contrasts. The most common grade ranges included in the studies were 
middle�junior high school students, followed by interventions involving late 
elementary students. Programs for high school students and early elemen-
tary students were less common. A few programs involved students from a 
broad range of grades, including two studies that evaluated an intervention 
presented to students of all grades. 
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Table I. Sample Descriptors for the 216 Intervention–Comparison Contrasts 

Variable Frequency Percentage 

School grades included 
Preschool kindergarten 5 2 
Early elementary 19 9 
Late elementary 56 26 
All elementary 18 8 
All elementary–middle 1 F1 
Late elementary�middle�junior 8 4 

Elementary–senior high school 2 1 
Middle�junior high school 68 31 
Middle�junior–senior high school 7 3 
Senior high school 32 15 

Level of criminal involvement 
General school population 155 72 
High-risk population 61 28 

Most of the interventions evaluated were presented to a general student 
population (72%). Slightly over a quarter of the interventions were restricted 
to a student population identified as high-risk for problem behaviors or 
delinquency. These high-risk samples were predominantly male, with a 
weighted average proportion of males across samples of 78%. Of the 169 
contrasts for which racial makeup was reported, the median proportion of 
Caucasians for the general population samples was 50%, with a very large 
range. For the high-risk populations, the median proportion of Caucasians 
was only slightly less than 50% (49%). Thus, the high-risk samples were 
quite similar to the general population samples in the proportion of Caucas-
ians but tended to have more males than the general population. 

The distribution of intervention types according to our categorization 
scheme is shown in Table II. Individually focused interventions have been 
studied to a much greater extent than environmentally focused inter-
ventions. The most common environmentally focused interventions were 
efforts to establish norms or expectations for behavior and classroom or 
instructional management programs. Of the individually focused inter-
ventions, most were instructional programs that included a self-control or 
social competency component (49% of all interventions), the majority of 
which used cognitive-behavioral or behavioral instructional methods. The 
cognitive-behavioral, behavioral modeling, or behavior modification cate-
gory represented interventions that did not include an instructional compo-
nent but rather involved teaching new behaviors through modeling, 
rehearsal, feedback on performance, and reinforcement. Counseling and 
other therapeutic-type prevention interventions and recreational and leisure 
activities have been sparsely evaluated. 
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Table II. Major Intervention Categories for the 216 Intervention–Comparison Contrasts 

Variable Frequency Percentage 

Environmentally focused interventions 
Establish norms or expectations for behavior 18 8 
Classroom or instructional management 15 7 
School and discipline management interventions 6 3 
Reorganization of grades or classes 6 3 

Individually focused interventions 
Self-control or social competency (instructional ) 
With cognitive-behavioral or behavioral instructional 

methods 69 32 
Without cognitive-behavioral or behavioral instructional 

methods 36 17 
Cognitive behavioral, behavioral modeling, or behavior 

modification 30 14 
Mentoring, tutoring, and work study 13 6 
Other instructional 12 6 
Counseling, social work, and other therapeutic interventions 7 3 
Recreation, community service, enrichment, and leisure 

activities 4 2 

The vast majority of the programs were delivered in a group setting 
(73%), generally the students’ classroom. Many of the remaining programs 
included both a group and a one-on-one component. Few school-based pre-
vention programs, at least based on this collection of studies, were delivered 
solely in a one-on-one format. Classroom teachers were the most common 
persons to administer the program to the students, with teacher involvement 
in 60% of the evaluated interventions. Peers, mental health professionals, 
research personnel, police officers, and college students were involved with 
between 8 and 14% of the interventions. 

The coding protocol for the meta-analysis included numerous items to 
capture methodological variation across studies. Several of these variables 
are presented in Table III. Almost one-fifth of the intervention–comparison 
contrasts used random assignment to conditions. Of those contrasts that 
used nonrandom assignment to conditions, over a third (64 of 174) had 
program and comparison conditions that were highly similar on pretest 
data. Unfortunately, close to a quarter of the contrasts observed what we 
judged to be potentially important differences at pretest. These need not 
have been statistically significant but generally were. 

It has been observed previously that many studies in the research area 
randomly or nonrandomly assign classes or schools to the treatment con-
ditions yet analyzed the data as though individual students had been 
assigned (e.g., Gottfredson, 1997). This can clearly be seen in Table III, with 
only a third of the contrasts having the student as the unit of assignment 
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Table III. Methodology Descriptors for the 216 Intervention–Comparison Contrasts 

Variable Frequency Percentage 

Assignment to conditions 
Random 42 19 
Nonrandom 

Only minor observed group differences 64 30 
minor observed group differences 50 23 

No group differences information 60 28 
Rating of initial group similarities 

(1Ghighly dissimilar ; 7 Ghighly similar) 
1–3  63  29  
4–5  94  44  
6–7  59  27  

Unit of assignment to conditions 
Student 69 32 
Class 34 16 
School 87 40 
District or community 6 3 
Mixed 14 7 
Missing 6 3 

Unit of analysis 
Student 196 91 
Class 11 5 
School 6 3 
School and individual 3 1 

Study-level selection of measurement 
No attention to measurement 0 0 
Some attention to measurement 63 29 
Some measures reliable�previously used 113 52 
Careful selection of measures 40 19 

Overall method rating 
Serious weaknesses 16 7 
Moderate weaknesses 25 12 
Some weaknesses�some strengths 47 22 
Moderate strengths 104 48 
Rigorous 24 11 

yet over 90% performing inferential analyses at the student level. The effect 
of this is to overstate the statistical significance (an inflated α error rate) of 
observed effects. This does not create a problem at the meta-analytic level, 
for extracted from each study are the descriptive, not the inferential, stat-
istics. Furthermore, all effect sizes based on means and standard deviations 
used standard deviations based on individuals, not higher units of analysis. 
As mentioned earlier, effect sizes computed using standard deviations based 
on classes or schools would produce values on a different and incommensur-
ate metric. 
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In coding the methodological characteristics of the studies we also 
made judgments on the initial similarity of the intervention and comparison 
groups and the overall methodological quality. These judgments were made 
by two independent coders to improve reliability. As can be seen in Table 
III, close to two-thirds of the contrasts were placed in the top two categories 
of methodological quality and roughly half in the top three categories of 
initial group similarity. The relationship between these methodological vari-
ables and effect size is explored below to assess the robustness of the findings 
to methodological weaknesses in the primary research. 

3.2. Effect Size Analyses 

Overall, the prevention programs examined by this synthesis appear to 
have a small positive net effect on problem behaviors (see Table IV). The 
program effects on school problems (i.e., dropout and nonattendance) and 
other problem behaviors were roughly three times greater than for delin-
quency and alcohol and drug use. Although these overall means provide 
evidence that the school-based prevention programs evaluated were, on 
average, beneficial, the highly heterogeneous nature of the distributions sug-
gests large differential effects across studies. The analyses below explore the 
relationship between the method, sample, and program features and the 
magnitude of the observed program effects. 

3.2.1. Methodological Variation and Effect Size 

Method differences are the first potential explanatory source of vari-
ation in effect size across studies to be examined. This protects against posit-
ing the importance of a substantive feature that is confounded across studies 

Table IV. Random Effects Mean Effect Size by Outcome 

95% CI 

Outcome dr Lower dr Upper dr ka 

Observed effect sizes 
Delinquency 0.04 A0.03 0.11 40 
Alcohol�drug use 0.05 0.01 0.09 80 
Dropout�nonattendance 0.16 0.05 0.27 39 
Other problem behaviors 0.17 0.09 0.25 73 

Observed�imputed effect sizes 
Delinquency 0.05 A0.01 0.11 47 
Alcohol�drug use 0.04 0.02 0.07 103 
Dropout�nonattendance 0.13 0.06 0.20 53 
Other problem behaviors 0.15 0.10 0.19 122 

a Number of effect sizes contributing to each analysis. 
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Table V. Random Effects Mean Effect Size by Method Features 

95% CI 

Outcome dr Lower dr Upper dr ka 

Assignment to conditions* 
Random 0.25 0.17 0.33 42 
Nonrandom 0.08 0.05 0.10 174 

Observed pretest differences 
Yes 0.11 0.05 0.17 50 
No 0.09 0.06 0.12 166 

Students assigned to conditions* 
Yes 0.18 0.12 0.24 69 
No 0.07 0.04 0.10 147 

Students unit of analysis 
Yes 0.10 0.07 0.13 196 
No 0.08 0.01 0.16 20 

Careful selection of measure* 
Yes 0.16 0.09 0.23 40 
No 0.08 0.06 0.11 176 

Overall method rating 
Serious weaknesses 0.07 A0.02 0.16 16 
Moderate weaknesses 0.03 A0.04 0.10 25 
Some weaknesses�some strengths 0.10 0.04 0.16 47 
Moderate strengths 0.10 0.07 0.14 104 
Rigorous 0.16 0.06 0.26 24 

a Number of effect sizes contributing to each analysis. 
*p⁄0.05. 

with a method feature. Only a single effect size representing problem 
behavior was used per intervention–comparison contrast in the analyses pre-
sented in Table V. It is interesting to note that the randomized designs 
yielded larger mean effects than the nonrandomized designs. Similarly, the 
trend for overall method quality with effect size is positive (weighted corre-
lation, not shown in Table V, equals 0.10; pG0.07). This finding is not 
uncommon in meta-analysis (Lipsey and Wilson, 1993). Also not shown in 
Table V is the weighted correlation between the effect size and the rating of 
initial group similarity. Studies judged to have more highly similar inter-
vention and comparison groups tended to observe slightly larger effect sizes 
(weighted correlation, 0.11; pG0.04). 

Although studies that assigned students to conditions observed larger 
effects than studies that assigned larger units, such as classes, this effect is 
confounded with the program format. Interventions with a one-on-one for-
mat almost exclusively assigned individuals to treatment conditions, 
whereas a minority (22%) of the group-level interventions assigned individ-
uals to conditions. Interventions with a one-on-one format may be more 
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effective than group-based approaches. As expected, whether or not the 
data were analyzed at the student or group level had little effect on the 
observed effect size. 

Two implications follow from these findings. First, study design 
appears to be related to observed effects and, therefore, needs to be modeled 
when examining the relationship between substantive features, such as pro-
gram type, and effect size. Second, the inclusion of weak designs in this 
study does not appear to have upwardly biased the overall results. Thus, 
the positive overall findings in Table IV cannot be attributed to the inclusion 
of methodologically weak studies in this synthesis. 

3.2.2. Sample Characteristics and Effect Size 

Another source of variability across studies was the characteristics of 
the children and youth included in the sample. As can be seen in Table VI, 
studies that were restricted to a high-risk population observed larger effects 
than interventions directed at the general population. Many of the problems 
targeted by these programs have a low frequency of occurrence in the gen-
eral population, constraining the upper bound of the observable effect. That 
is, it is difficult to decrease a behavior that has a low rate of occurrence 
prior to any intervention, thus restricting the effect for the general popu-
lation. This finding is encouraging, illustrating that meaningful reductions 
in problem behaviors can be achieved with high-risk youths. It is not poss-
ible to assess, given this data, whether the overall level of problems at the 
school level decreases more from an intervention provided to the high-risk 
youth relative to an intervention provided to all students. 

Table VI. Random Effects Mean Effect Size by Sample Character 

95% CI 

Outcome dr Lower dr Upper dr ka 

School grades 
Early elementary 0.05 A0.06 0.16 19 
Late elementary 0.05 0.00 0.11 56 
Middle�junior high school 0.09 0.04 0.13 68 
Senior high school 0.14 0.06 0.22 32 

Level of criminal involvement* 
General school population 0.07 0.04 0.10 155 
High-risk population 0.20 0.14 0.21 61 

a Number of effect sizes contributing to each analysis. 
*p⁄0.05. 
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3.2.3. Method and Sample Equated Effect Sizes 

To assess the robustness of these findings across study differences in 
method and sample characteristics, a regression analysis was performed for 
each outcome. These analyses were used to produce covariate adjusted effect 
sizes by centering the residuals on the grand mean effect size for that out-
come. The analyses of differences in effects across intervention character-
istics are performed on both the raw effect size and the covariate adjusted, 
or method and sample equated, effect sizes. The results from these 
regression analyses are presented in Table VII. 

Few individual method or sample characteristics are statistically sig-
nificant predictors of effect size. Many of the observed unstandardized 
regression coefficients, however, are substantial, predicting large changes in 
the mean effect size associated with the various levels of the characteristics. 
For example, the regression coefficient for whether the study used random 
assignment shows that the effect sizes for randomized studies are predicted 
to be between 0.09 and 0.19 larger than for nonrandomized studies. A sub-
stantial portion of effect size variability was accounted for in the regression 
models for delinquency and dropout�nonattendance (0.33 and 0.18, 
respectively). 

Table VII. Mixed Effects Regression Analysis for the Observed and Imputed Effect Sizes 
Regressed on Method and Sample Characteristicsa 

Unstandardized regression coefficient 

Variable Delinquency Drug use 
Dropout� 

nonattendance 
Other problem 

behavior 

Early elementary 0.03 A0.08 0.13 0.01 
Late elementary 0.04 0.04 A0.07 A0.01 
Middle�junior high 0.08 0.02 A0.20* 0.03 
Senior high school b 

High-risk population 0.23 A0.00 0.16 0.05 
Random assignment 0.19 0.13 0.17 0.09 
Observed pretest differences 0.33* 0.02 A0.04 0.03 
Students assigned to conditions A0.25 A0.06 A0.14 0.05 
Students unit of analysis A0.10 A0.03 c— A0.03 
Careful selection of measures A0.08 A0.05 A0.00 0.12 
Overall method rating A0.07 0.01 0.06 A0.05 
Initial group similarity 0.04 A0.01 A0.00 0.04 
Intercept A0.13 0.05 A0.12 0.07 

R2 0.33 0.04 0.18 0.08 
a Sample sizes for the regression analyses are 47, 102, 53, and 122, respectively. 
b Null category. 
c No variability on this variable for this outcome. 
*p⁄0.05. 
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3.2.4. Interûention Types and Effect Size 

A primary focus of this meta-analysis is an assessment of which school-
based prevention programs appeared most promising, based on existing 
empirical evidence. Table VIII presents the weighted random effects mean 
effect sizes for each of the 11 intervention categories by each of the four 
outcomes of interest. This table presents both the unadjusted weighted ran-
dom effects mean effect size and the method and sample equated effect size. 

The overall impression from Table VIII is that environmentally focused 
interventions are generally effective, as are cognitive behaviorally and 
behaviorally based individually focused interventions, both with and with-
out an instructional self-control or social competency component. Instruc-
tional strategies that do not use cognitive behavioral or behavioral 
instructional strategies; mentoring, tutoring, and work study programs; and 
recreational programs are not effective. Counseling, social work, and other 
therapeutic interventions (not elsewhere classified) in schools have negative 
effects. Note that these ineffective counseling strategies do not include 
cognitive-behavioral counseling. 

For both the delinquency and the alcohol�drug use outcomes, the 
unadjusted effect size and methods equated effect size analyses are highly 
similar with no major differences. This suggests that the differences between 
the mean effect sizes across categories are not attributable to the measured 
method and sample differences. It is still plausible that other unobserved 
differences between the studies, other than the characteristics of the inter-
vention, may confound these mean effects. 

The two analyses for the dropout�nonattendance outcomes had differ-
ences worth noting. The mean effect size for classroom or instructional man-
agement programs was substantially reduced and became statistically 
nonsignificant in the methods and sample equated analysis, as did the effect 
for instructional self-control or social competency programs with cognitive-
behavioral methods. The negative effect for non-cognitive-behavioral coun-
seling and social work-type interventions was comparable in magnitude for 
both analyses, although it was not statistically significant in the method 
and sample equated analysis. Several other statistically nonsignificant and 
generally small effects were attenuated in the method and sample equated 
analysis. 

The intervention effects on other problem behaviors were generally 
attenuated by the method and sample equated analysis. The positive effect 
of programs to establish norms and expectations for behavior drops by a 
third from a small effect to a very small effect. The mean effect size for the 
reorganization of grades or classes dropped to near zero, as did the small 
modest effect for other instruction programs. The statistically significant 
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effects for instructional programs with cognitive-behavioral methods and 
noninstructional cognitive-behavioral or behavioral modeling programs 
were substantially attenuated in the equated analysis but remained statisti-
cally significant. 

3.2.5. Publication Bias 

It is widely recognized that omitting unpublished studies may lead to 
an upward bias in the findings from meta-analysis (Kraemer et al., 1998; 
Lipsey and Wilson, 2001). We believe that the threat to our findings from 
publication bias is minimal for several reasons. First, this meta-analysis 
included some unpublished studies (slightly less than 10%) and studies pub-
lished in book chapters or other forms (roughly 10%) that are less likely to 
be affected by the tendency to suppress studies without significant effects 
from peer-reviewed journals. Second, a scatterplot of the relationship 
between sample size and effect size shows the expected funnel shape that 
would occur if the effect size distribution is not censored (Light and Pil-
lemer, 1984). Third, the difference in the mean effect size for published and 
unpublished studies was small, with the unpublished studies having the 
larger, not the smaller, mean effect. And, finally, the typical sample size of 
the studies included in this meta-analysis is large. Kraemer et al. (1998) 
argued and demonstrated statistically that restricting a meta-analysis to 
studies with large sample size protects against publication bias. 

4. DISCUSSION 

Many popular school-based prevention approaches have not been well 
studied. Gottfredson et al. (2000) showed that schools are implementing a 
broad range of prevention strategies. This range of activities now in practice 
contrasts sharply with the relatively narrow range of strategies for which 
we have a sufficient number of reasonably rigorous studies to justify solid 
conclusions regarding effectiveness. The number of relevant treatment–con-
trol contrasts for which effect sizes could be computed (see Table VIII) 
is small for all categories of programs except instructional programs and 
noninstructional programs using cognitive-behavioral or behavioral 
methods. The number of contrasts available for programs to establish 
norms and classroom organization and management activities exceeded 10 
for selected outcomes. More studies of a broader range of school-based 
strategies are clearly needed. 

The main finding of this research is that school-based prevention prac-
tices appear effective for reducing alcohol and drug use, dropout and nonat-
tendance, and other conduct problems. The effect size for measures of 
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delinquency is positive, but its 95% confidence interval includes zero. The 
size of the average effect for each of the four outcomes is small. This aver-
age, however, masks a large amount of heterogeneity, due in part to differ-
ences across studies in the evaluation methods used, types of populations 
served, and type of prevention activities. 

The evaluation methodology used was related to the magnitude of the 
effects observed. More rigorous studies produced higher effect sizes. This is 
good news, in a sense, because it means that the inclusion of studies that 
were less rigorous in this research synthesis did not inflate the estimates of 
overall effects. It also implies that it is necessary to control for character-
istics of the methodology when examining the effects of variables of substan-
tive interest, for methodology may be confounded with these relationships. 

Characteristics of the target population were also related to observed 
effect sizes. Programs that targeted more at-risk populations had larger 
observed effects. Although conclusions about targeting must be tempered 
with a concern that the lower base rate of problem behavior for the general 
population places an artificial upper bound on the possible effect that could 
be observed, the result is encouraging given that a relatively small pro-
portion of the population is responsible for a large proportion of crime. It 
appears that prevention strategies can be particularly effective with these 
higher risk populations. 

Effect sizes varied considerably by type of program, even after statisti-
cally adjusting for measured characteristics of the population and methodo-
logical differences. That is, we observed a large range of effect sizes across 
program categories. For example, non-cognitive-behavioral counseling, 
social work, and other therapeutic interventions showed consistently nega-
tive effects across all four outcomes. Self-control or social competency pro-
motion instruction using cognitive-behavioral and behavioral instructional 
methods, on the other hand, showed consistently positive results across all 
four outcomes, as did noninstructional programs using the same types of 
methods. Environmentally focused interventions were also particularly 
effective for reducing delinquency and drug use. 

With the exception of non-cognitive-behavioral counseling inter-
ventions, for which evidence is consistently negative, we believe that it is 
premature to recommend against the use of any of the strategies included 
in the study because so few studies have been conducted in most areas. 
We can be reasonably confident in predicting that instructional prevention 
programs will be more effective when they are taught using methods based 
on sound learning principles. In the classification used in this study, cogni-
tive-behavioral and behavioral modeling methods or training involved 
repeated exposure to new behaviors with rehearsal and feedback or 
extended use of cues to elicit behavior over long periods or in a variety of 
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settings. Purely behavioral programs were also included in this category. 
These interventions involved timely tracking of specific behaviors over time, 
behavioral goals, and use of feedback of positive or negative reinforcement 
to change behavior. Instructional programs that used these methods 
appeared to be more effective than instructional programs that were taught 
using more traditional methods, even if they covered social competency skill 
content. This may account for the limited effectiveness of the D.A.R.E. 
program (Gottfredson, 1997) relative to other programs (such as Botvin’s 
Life Skills Training program) which have fared better in evaluations. This 
suggests that many of the existing curricula can be improved by incorporat-
ing new teaching techniques rather than replacing them. 

We also recommend that schools make use of programs, such as Loch-
man’s Anger Coping Program (Lochman, 1985, 1992; Lochman et al., 1984, 
1989; Lochman and Curry, 1986) and Bry’s behaviorally based preventive 
intervention (Bry, 1982; Bry and George, 1979, 1980), that target high-risk 
youths with programs that incorporate cognitive retraining and behavioral 
methods, as described above. These programs appear to be among the most 
effective school-based programs. 

Finally, it is apparent that any one school-based strategy, implemented 
in isolation, will not have a large effect, given that none of the evaluated 
program categories observed large effects. Schools seem to operate under 
this assumption already because they offer many different types of preven-
tion programs simultaneously. It would appear that school-based preven-
tion, in practice, is generally not a stand-alone curricular or other type of 
intervention. Rather, it is a mix of many different activities that schools 
implement. This suggests that at least as important as the question ‘‘Which 
program works? ’’ are questions such as ‘‘Which combinations or sequences 
of strategies work best? ’’ and ‘‘How can schools effectively design compre-
hensive packages of prevention strategies and implement them in a high-
quality fashion? ’’ Little is known about the potential additive and multipli-
cative effect of combinations of distinct programs. Researchers should study 
the relative effectiveness of sets of interventions and, eventually, develop a 
knowledge base to guide decisions about which combinations are most 
effective at which development stages. 
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