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Abstract
Average crime clearance rates have remained remarkably stable in the United States since the 1980s, despite many advances in investigative technologies or fluctuations in crime. Taking these average trends at face value, some have suggested that this stability indicates that police departments can do little to alter their clearance rates. However, in this study, we find that the average trends mask substantial long-term variation in crime clearance among police agencies. Using group-based trajectory modeling, we test whether large U.S. police departments have reported uniquely different long-term clearance rate trends from 1981 to 2013 and what organizational factors might contribute to different trends. As we discuss, this method has attractive qualities that provide for a more rigorous analysis compared with past comparative work. Our results show diverse levels and patterns of clearance both within individual crime types and across multiple crime types that appear to covary with organizational factors. We explain how finite mixture modeling can advance both quantitative and qualitative research by identifying departmental differences in performance for further study.
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Introduction
One of the most important functions of law enforcement is the investigation and resolution of crimes. In the last half century, American police agencies have seen a great deal of advancement and innovation in criminal investigations, starting with the standardization and computer automation of case documentation and processing to improvements in forensics and investigations technologies to identify suspects more accurately and quickly. Crime analysts have also become an important part of investigations, assisting with searching for individuals, gathering clues, and generating patterns of similarities between cases. Particularly for serious victimizations involving violence and theft, police agencies devote significant amounts of resources to investigations, often 10% to 20% of their annual budgets.

Despite these recent advances and the resources allocated to investigations, the resolution or clearance of crime in the United States is arguably low. In the latest year for which data are available in the United States (2016), there were approximately 1.25 million violent crimes reported to the police, of which 54% were not cleared by an arrest or exceptional means, including 7,000 homicides. In addition, of the nearly 7.92 million serious property crimes that occurred in 2016, 6.47 million remained unsolved (about 82%). In total, this amounts to approximately 78% of all serious crimes that did not result in a successful resolution.1

Perhaps even more interesting is that average clearance rates have not changed much over the last 30 years for many crime types (Braga, Flynn, Kelling, & Cole, 2011).2 Figure 1 shows the average clearance rates for homicide, robbery, aggravated assault, and burglary from 1981 to 2013 for all agencies with 100 or more officers as of 1980.3 This figure shows that although clearance rates differ dramatically across crime types, being highest for homicide and lowest for burglary, average national clearance trends within crime types have remained remarkably stable for over three decades. In Figure 2, we replicate these average clearance rate trajectories for the 100 largest police agencies as of 1981. For these agencies, while there have been slight declines in clearance rates in three of these four crime types, trends continue to remain fairly consistent. Clearance rates for aggravated assaults have declined from around 60% in the 1980s to 50% in the 2000s, robbery rates have hovered around the 30% range, burglary gradually declined from 15% to 10%, and the homicide clearance rate dropped from 75% in 1981 to below 70% in recent years.
Figure 1. Yearly crime clearance rates for the United States from 1981 to 2013 (all agencies with 100 or more officers).

Figure 2. Yearly crime clearance rates for the United States from 1981 to 2013 (100 largest agencies subsample).
The long-term stability in clearance rates despite advances in policing and investigation strategies or even major fluctuations in crime types has led some to question whether the police can do anything to improve their ability to solve crimes (Braga et al., 2011, p. 8; Travis, Western, & Redburn, 2014, pp. 48–49). We are reluctant to take these average trends and their assessments at face value. Perhaps some agencies consistently have clearance rates that are much higher (or lower) than our averages shown in Figures 1 and 2. Average trends might mask unique variations in individual agency performance over time, which given further study could offer clues as to why some agencies perform better than others. What is lacking from much research and theory on the dynamic relationship between clearance rates and other important variables, like investigative advances or crime rates, is an explicit statement regarding how agency clearance rate trends are distributed around the national average. One exception is a recent article by Worrall (2016). Worrall was one of the first to apply group-based trajectory modeling to the study of police clearances when he modeled variation in property and violent crime clearance trajectories from 2000 to 2012 for 570 law enforcement agencies.

Such inquiries into variations in clearance rate trends are needed in today’s policing environment. Clearance rates are used as a common measure of police effectiveness in both research and practice, and the resolution of crimes is important for police legitimacy for both individual victims as well as communities. Yet, we know little about how the efficacy and effectiveness of police investigative practices affect crime clearance rates. For example, the Lum, Koper, and Telep (2011) Matrix now houses 165 moderate to very strong evaluation studies of policing, yet only 11 seem connected to the work of investigative units (see, e.g., Bynum & Varano, 2003; Eck & Wartell, 1998; Fox & Farrington, 2015; Jolin, Feyerherm, Fountain, & Friedman, 1998; Koper, Taylor, & Woods, 2013; Martin & Sherman, 1986; Nunn, Quinet, Rowe, & Christ, 2006; Spergel, Wa, & Sosa, 2002).

Early research by the RAND Corporation and others raised questions about the utility of investigations by showing that the outcomes of criminal investigations typically depend on information obtained by patrol officers who first respond to the scene, and that follow-up activities by detectives appeared to add little to the apprehension of offenders (Greenwood & Petersilia, 1975). Concern over the ability of police investigations to impact crime rates and crime clearances led researchers to examine what might contribute to crime clearances and, in turn, how might criminal investigations be improved through better management, training, policies, and investigative techniques (e.g., Braga & Dousseault, 2018; Coupe, 2016; Cronin, Murphy, Spahr, Toliver, & Weger, 2007; Eck, 1983; Higginson, Egghs, & Mazeronle, 2017; Keel, Jarvis, & Muirhead, 2009; Ritter, 2008; Wellford & Cronin, 1999). These studies seem to indicate that aside from specific characteristics of crimes themselves, the application of investigative resources may influence whether crimes are resolved.
Understanding variations in crime clearances is an important first step in determining what leads to improved clearance rates for agencies over time, and therefore is the first step of a larger project in which we are engaged with the Laura and John Arnold Foundation since 2015. Using similar techniques applied by Worrall (2016)—group-based trajectory modeling (GBTM; Nagin, 2005)—but on a more targeted group of agencies (very large agencies) and for a longer time series (33 years), we disaggregated violent and property crime types into specific offenses to analyze variations in clearance rate trajectories. We also add to previous work by applying a recent advancement in GBTM—multitrajectory modeling (Jones & Nagin, 2007; Nagin, Jones, Passos, & Tremblay, 2016)—to test our hypothesis that there may be identifiable groups of law enforcement agencies that have similar long-term clearance rate trends across multiple crime types, and that those group trends are distinct from the national average. This is an innovative approach to understanding clearance rate trends and we explain our approach in detail in the Methods section below.

There is some evidence in addition to Worrall (2016) to support a group-based conception of long-term trends of clearance rates. This is most evident in studies of homicide clearance. Comparative studies (Wellford & Cronin, 2000) and case studies (Carter & Carter, 2016) have identified variations in policing strategies that are associated with variations in agency clearance rates. For example, Wellford and Cronin (2000) collected homicide case files from four large American cities that differed in their homicide (high vs. low) and total (high vs. low) clearance rates between 1994 and 1995. They found 51 factors that were significantly associated with closing a homicide case, of which 37 were deemed within the control of the police. Particularly important were the number of detectives assigned to the case, how fast detectives arrived to the scene, and the use of various types of computer checks.

Importantly, Wellford and Cronin purposefully selected agencies as high or low based on their clearance rates. This approach is limited because it does not allow one to statistically test whether these agencies are in fact “high” or “low” performers with regard to their ability to clear cases or whether the data just reflect random variation in those 2 years measured. Additionally, it does not provide an estimate of the reliability that an agency falls into a given group (Nagin, 2005, pp. 11–15). The methods we use in this article improves this approach by statistically testing for distinct long-term trajectory groups in the data, and by quantifying uncertainty in group membership in the form of posterior probabilities. For these reasons, GBTM can advance research that compares outcomes between departments.

In addition to more accurately modeling the distribution of clearance rate trajectories, GBTM allows researchers to better study police performance over time. Of the large body of research on crime clearances, most studies are either case studies of agencies selected on 1 or 2 years of data (Carter & Carter, 2016; Davies, 2007; Wellford & Cronin, 1999; Wolfgang, 1958) or multivariate
regressions using yearly changes over a period of time as the design (Jang, Hoover, & Lawton, 2008; Levitt, 1998; Liska, Chamlin, & Reed, 1985; Ousey & Lee, 2010; Puckett & Lundman, 2003). These types of analyses do not provide as strong of a basis for examining organizational differences as does an analysis that accounts for an agency’s complete history of clearance rates. A longitudinal design provides for a more thorough understanding of how an agency has performed over time relative to agencies of comparable size, because it can account both for overall trends and distinct changes in those trends across crime types. In this way, the current work advances our understanding of agency-level variation in crime clearances by providing a design that incorporates longitudinal trends and uses these historical patterns to select agencies for further study.

Before describing our research design, it is important to point out that some scholars have criticized the use of officially reported clearance rates as a measure of police performance. One criticism states that a focus on clearance rates (and thereby, arrests) misses the importance of proactive or preventative work of police agencies (Cook, 1979; Nagin, Solow, & Lum, 2015), which might be more valuable to crime reduction and the community. We strongly agree with the importance of studying the effectiveness of police preventative strategies in reducing crime and for including it as a measure of police performance. However, we also maintain that the study of police clearance rates and investigative strategies remains important. Citizens and politicians judge the police in large part by their ability to solve cases, and high-profile cases often make the news. One only needs to attend Compstat or managerial meetings to see that police executives are frequently concerned about the status of unsolved, high-profile cases. Additionally, particularly for serious victimizations involving violence and theft, police agencies devote significant amounts of resources to criminal investigations, often 10% to 20% of their annual budgets. In surveys of police executives, improving investigations was consistently identified as a research priority (International Association of Chiefs of Police, 2008).

Making a very different criticism but with no evidence to support it, Mosher, Miethe, and Hart (2011) called the clearance rate a “gross representation,” noting that it might be inflated for political reasons and suggested that using it as a measure of departmental effectiveness has “little or no scientific utility” (p. 93). To be brief, we find minimal scientific evidence to support the claims that police agencies systematically distort their figures or that differences in recording practices make comparing clearances across agencies a fruitless endeavor. Although there is anecdotal evidence and some weak statistical evidence of manipulation (Eterno & Silverman, 2010, 2012; Seidman & Couzens, 1974), the evidence does not come close to indicating that clearance rates are biased to the point Mosher and colleagues suggest.

In the remaining sections, we discuss how we calculated clearance rates and issues surrounding their interpretation, as well as the use of GBTM to
understand heterogeneity in clearance trajectories. We follow this with descriptive “profiles” of agency groups that have unique clearance rate trajectories across multiple crime types, and report results from a series of multiple regression analyses that examined the conditional relationship between several agency-level characteristics and clearance trajectories. Our trajectory group profiles are meant to show that the clearance trajectory groups do differ in substantively meaningful ways, and the multiple regressions are meant to demonstrate the extent of the relationship between trajectory group membership and relevant agency qualities. As part of a larger study funded by the Laura and John Arnold Foundation, our continued work involves selecting agencies that fall within the various clearance trajectory groups for an in-depth case analysis meant to more systematically understand the factors that identify successful (in terms of longitudinal clearances) police agencies from less successful ones.

Methods

Data and Sample

We examined clearance trajectories for homicide, robbery, aggravated assault, and burglary for agencies in the 100 largest U.S. cities as of 1980 for the years 1981 to 2013. The observation period was selected because of the greater adoption of automated records management systems among large agencies by the early 1980s, which has minimized the extent of incident and arrest variations within and between agencies (President’s Commission on Law Enforcement and Administration of Justice, 1967, pp. 25–27). Additionally, prior to 1980, many agencies were still not reporting their clearance rate data to the Federal Bureau of Investigation’s Uniform Crime Reporting (UCR) system (Vovak, 2016), the data source we use here (see below). As stated previously, we examined four crime types because our experience suggests that agencies give these offenses investigative priority throughout this period, and, as a result, more consistently responded. We included only the larger U.S. jurisdictions in this analysis as they are likely to carry out their own investigations, dedicate resources to these particular crime types, have enough offenses to provide stable estimates of clearance rate patterns, and are more similar in size than a larger sample.

The clearance rates used in this study derive from the “Offenses Known and Clearances by Arrest” summary data as reported to the Federal Bureau of Investigation UCR program. The UCR program is a nation-wide statistical compilation of crime reporting and clearance data that is produced from data received from over 18,000 city, university or college, county, state, tribal, and federal law enforcement agencies voluntarily participating in the program. Each year it asks agencies to submit the total number of reported crimes (in various categories) and the total number of offenses cleared by arrest or exceptional means. It is important to note that an agency can report a crime as “cleared” in
2012 that occurred in 2005, for example, but that number is counted as a 2012 clearance in the UCR. While this could present a problem when looking at any one given year of case clearances, our longitudinal approach alleviates this issue (albeit it does not eliminate it).

UCR presents crime and arrest figures in yearly datasets disaggregated by month, per year, for each crime type. To conduct trajectory analysis, we compiled this data into yearly clearance rates by summing the data across all months for each year, for each agency, and for each crime type. We defined the clearance rate of any given crime as the total number of clearances for that year divided by the total numbers of crimes for that year. We did this separately for homicide, robbery, and burglary. For aggravated assaults, because the UCR collects all assaults (both misdemeanor/minor and felonious/aggravated), we parsed out only categories of aggravated assaults (“gun assault,” “knife assault,” “other weapon assault,” and “hand/feet assault”) to create our clearance rates. This process produced 33 annual clearance rates (1981–2013) for each of the four crime types we were interested in and for the 100 agencies in our sample.

For our descriptive profiles and regression analyses, we used information from the Law Enforcement Management and Administrative Statistics (LEMAS) data series. The LEMAS survey has been conducted periodically since 1987, with the latest survey in 2013. The individual surveys include information on characteristics of police agencies and their officers, though many of the variables are not consistent across collection periods. A major strength of LEMAS is the fact that it includes key pieces of information across much of our observation window. Therefore, we can show descriptively how our clearance groups differ on some of the factors that might explain changes in police clearance rates over time.

The specific information we use from the LEMAS surveys includes the proportion of sworn officers per city population, police budget per crime level, the use of computers in crime analyses and investigations, and the proportion of sworn officers assigned to investigations (i.e., detectives). We have information on sworn officers and city population for every collection period, police budgets for every collection period except 1999, and computer use in crime analysis and crime investigation for every collection period except 2013. Unfortunately, information on the number of officers assigned to investigations was only collected in the 2007 and 2013 surveys, so we are restricted in our examination to recent detective rates. The descriptive statistics for the LEMAS variables are provided in the Appendix.

**Trajectory Analysis**

As described earlier, we believe average crime clearance trajectories mask considerable variability in change over time and are better conceptualized as representing a mixture of qualitatively distinct trajectories of change. It is this
reason that we analyze the rates using GBTM (Nagin, 2005; Nagin & Land, 1993), a unique approach to examining long-term clearance rate trends. GBTM is based on a semiparametric, group-based modeling strategy that allows for longitudinal data for large numbers of units of analysis (see Jones, Nagin, & Roeder, 2001; Nagin, 1999, 2005; Nagin & Land, 1993). It is a finite mixture modeling application that uses trajectory groups to hypothesize about unknown subgroups in the population without assuming any particular population distribution (Nagin & Odgers, 2010). In short, this analytic device tests whether there are clearance trends in the aggregated data that are similar enough to some agency trends and distinct enough from other agency trends to represent unique groups of agencies. Using fit statistics, one can test for the optimal number of agency groupings and estimate the probability that a given agency falls into its assigned group. Using the number of groups, the number of agencies assigned to each group, and the visual trajectories, it is possible to describe agency clearance differences over time and select agencies for further study in a methodologically rigorous way. In this way, GBTM is often used for exploratory analysis and to develop hypotheses to explain differences across certain groups (Nagin, 2005).

In 2005, Dan Nagin and his colleague Richard Tremblay spent much time explaining the method and its motivations (Nagin, 2005; Nagin & Tremblay, 2005a, 2005b), and trajectory modeling has enjoyed wide use in the field of criminology (Piquero, 2008). Trajectory modeling has faced a number of criticisms, including that it misrepresents the reality of extremely complex and chaotic social changes (Raudenbush, 2005), that despite claiming the opposite, it implies trajectories groups represent real groups (Sampson, Laub, & Eggleston, 2004; Sampson & Laub, 2005; Raudenbush, 2005), it is sensitive to the number of observations and years included in the analysis (Eggleston, Laub, & Sampson, 2004), the trajectories are biased by the average trend, thus de-emphasizing individual change (Bushway, Sweeten, & Nieuwbeerta, 2009), and it can lead to inaccurate conclusions (Bauer & Curran, 2003; Skardhamar, 2010; Warren, Luo, Halpern-Manners, Raymo, & Palloni, 2015). To be brief, we note that we have reviewed the multiple strengths and weaknesses of the method and believe it is an appropriate and useful method for our study. We are careful throughout this article to remember and emphasize that trajectory groups are merely a simplified statistical approximation to a more complex reality.

In our trajectory analyses, we follow the recommendations set forth by Nagin (2005) as well as prior research in selecting the optimal models and numbers of trajectory groups. This includes examining changes in the Bayesian and Akaike Information Criteria, the proportion of agencies assigned to the new group (we treat any group with less than 7% membership with added suspicion), the statistical significance of the group orders and membership probabilities, and the trajectory plots to judge whether the new groups are substantively meaningful.
It was only after applying all these criteria that we selected our final models. We did not use starting values, as the number of groups in each model remained low. Finally, while trajectory analysis is not overly sensitive to some missing data (Nagin, 2005), substantial amounts of missing data over consecutive years can cause analytic and conceptual problems. After consulting with trajectory modeling experts on the missing data issue, we eliminated agencies with 10 or more years of missing data as well as agencies with seven or more consecutive years of missing data for each crime type. This reduces the sample size to 86 agencies for aggravated assault and 92 agencies for the remaining crime types. Since our outcomes are yearly crime clearance rates that have roughly normal distributions, and because GBTM does not have an option for truncated outcomes, we modeled each outcome as censored normal.

In our Results section, we first present findings from the GBTM analyses that attempted to identify the unique trajectory groups in the clearance rate data for each crime type individually. Next, we show results from a multitrajectory model that estimated clearance rate trajectory groups across all four crime types simultaneously. Finally, we take the five trajectory groups estimated in our multitrajectory model and provide descriptive profiles of the groups using information from the LEMAS data previously described.

**Results**

**Homicide**

Following the procedure described in the previous section, we first attempted to model homicide clearance rates. Although we initially had difficulty getting a model to converge, we eventually tried increasing the maximum value for the outcome from 4 to 40 (a tenfold increase), which was successful. We found a four-group model to be optimal, which consisted of four linear trajectories—two increasing and two decreasing. As shown in Figure 3, around 60% of police agencies from 92 large cities were decreasing in the proportion of homicides they cleared from 1981 to 2013, while around 40% of agencies were increasing their homicide clearance rate during this time. In addition, regardless of slope of change, there was a sizable difference in the scale of the homicide clearance rates between agency groupings over time.

**Aggravated Assault**

As shown in Figure 4, our sample of large police agencies appears to fall into one of four trajectories for aggravated assault. Nearly 20% of the 86 police agencies cleared an average of 45% of their aggravated assaults in 1981, slowly decreasing over time to an average of 38%. We call this group the low decreasers. The next group, called medium stable, consisted of 35% of the
Figure 3. Trajectories of homicide clearance for largest agencies subsample ($n = 92$).

Figure 4. Trajectories of aggravated assault clearance for largest agencies subsample ($n = 86$).

sample and evidenced a stable pattern clearing 50% to 55% of their aggravated assaults throughout the 33-year period. The next group, the high decreasers, cleared 70% of aggravated assault cases in 1981, decreasing to 60% in 2013. This group consisted of 30% of the sample. The final trajectory group displayed
Figure 5. Trajectories of robbery clearance for largest agencies subsample ($n = 92$).

Figure 6. Trajectories of burglary clearance for largest agencies subsample ($n = 92$).

an unusual pattern, decreasing sharply from 70% in 1981 to 35% in the mid to late 2000s, but then slowly recovered to clearing around 50% of aggravated assault cases in 2013. We call this group the “decreasing recoverers,” and they make up 14.6% of the sample.
Robbery

As shown in Figure 5, the first group in the five-group robbery model displayed an extremely low, stable pattern, which hovered around clearing 15% of robberies from 1981 to 2013. Although this group represented only 7 of the 92 agencies, we found their much lower clearance rate meaningfully distinct. The next group (mid stable), representing 40% of the sample, was also low and stable, but cleared around 20% of crimes over the period. The third group (mid increasers) increased from clearing 30% of robberies to 35% between 1981 and 2013. This group contained 19.5% of the sample. The next group showed a similar decreasing and recovering trajectory that was shown in the aggravated assault model, decreasing sharply from a 40% clearance rate in 1981 to a 20% clearance rate in the low to mid 2000s, and then increasing to 30% by 2013. This group held 18.3% of the sample. The final group, the high decreasers, represented 13.4% of the sample and decreased from 45% to the low-to-mid 30%.

Burglary

The model selection for burglary proceeded the same way as for the other crime types, but more weight was placed on visual inspection of the graphs due to the uniformly low burglary clearance rates across agencies over the observation period. Although an eight-group model fit the data best according to information criteria, these eight groups were situated between clearance rates of 5% and 30%. This created an incredibly complex and uninformative picture of burglary clearances in America during this time. For example, splitting a group that is stable at 10% into two groups, one rising from 10% to 15% and one dropping from 10% to 5% does not seem practically informative, though it may create a more optimal group solution. For this reason, after modeling burglary and looking at the resulting graphs, the authors chose to select a two-group model, with one group low and stable at 10%, and another group higher and decreasing from 20% to around 12% (see Figure 6). The lower group comprised 60% of the sample and the higher 40%. Again, this parsimonious model represented a clear finding present in the higher group models—some groups were low and stable and some groups were high and decreasing—while having the benefit of being more comprehensible.

Multitrajectory Model

One question that arose from our analyses was whether agencies that followed a certain clearance trajectory for one crime type (e.g., high increasing homicide trajectory) were likely to follow a similar trajectory for another crime type (e.g., high decreasing assault trajectory). In other words, if agencies were improving in their ability to solve homicides over time, were they also improving in their
ability to clear aggravated assaults relative to other agencies. While GBTM is useful for describing latent classes in one longitudinal outcome, it is limited to describing one outcome at a time. Past research has utilized joint trajectory modeling, which allows a researcher to link trajectory models across two outcomes. In our analysis of four crime types, joint trajectory modeling would not be helpful because displaying the results from multiple tables of joint and conditional probabilities would be unmanageable. Fortunately, a recent advance in trajectory modeling includes multitrajectory modeling, a technique that estimates trajectory groups for multiple outcomes simultaneously. This provides us with a more manageable way of describing heterogeneity in clearance rate trajectories across all four crime types (Jones & Nagin, 2007; Nagin et al., 2016). The result of this multitrajectory analysis is shown in Figure 7.

Following the same technique for choosing the optimal number of groups to include in the model, we decided on a five-group final model. The most straightforward way of interpreting the results is to examine whether patterns exist across crime types within each group. As predicted from the overall trend, most agencies show patterns of decreasing clearance rates across crime types.

Figure 7. Multitrajectory model of crime clearance rates (n = 86).
Some significant differences stand out, though. For example, although agencies in both Group 1 and Group 4 display decreasing trends across crime types, the agencies in Group 4 cleared more crimes throughout the period for every crime type. Agencies in Group 5 and Group 4 have similar trajectories for every crime type except homicide, where Group 5 shows a stable pattern, clearing around 90% of homicides for over 30 years. In addition, agencies in Group 5 consistently cleared more crimes than agencies in Group 4 across all crime types.

Moving from an examination of groups at the extreme, we see a more complex picture unfold for the middle groups. For example, the agencies in Group 2 showed improvements in clearance rates during the first half of the observation period, which began declining in the second half. Group 3 displays the opposite pattern of Group 2 for most crime types, showing declining clearance rates during the first part of the period, followed by a recent increase in clearance rates. Interestingly, Group 2 showed a steadily increasing robbery clearance rate while showing less positive changes in clearance rates for the other crime types, especially homicide.

In sum, these results suggest most agencies followed similar clearance trajectories for multiple crime types, and that agencies that outperformed (or underperformed) other agencies in clearing one crime type did the same for other

![Figure 8. Sworn officers per population.](image-url)
crime types. The results also show that while most agencies demonstrated a linear declining clearance rate across crime types, some agencies were able to avoid that pattern for a particular crime. Other agencies had distinct periods of improving and worsening performance over the last 30 years across crime types. These results have the potential to help agencies determine their strengths and weaknesses relative to similarly sized agencies and to evaluate how their current performance relates to their longer history of crime clearances. As an additional check that we are not merely capturing random noise in clearance trajectory distributions, we next examine whether these five groups differed over time on meaningful agency-level characteristics.

**Descriptive Profiles**

The current analysis is purely descriptive. It is meant to demonstrate how agency-level clearance rates are distributed around the average over time for different crime types. Thus, at this time, we do not attempt to identify factors that may explain agency-level differences in longitudinal trajectories. However, it is useful to show whether the agency groupings estimated in our multitrajectory analysis reflect substantively different agencies outside of their

![Figure 9. Budget per level of crime.](image-url)
clearance rates and the conditional associations between trajectory group membership and important agency-level factors. For this reason, we provide profile plots for five agency-level factors—the proportion of sworn officers per city population (Figure 8), the police budget per crime level (Figure 9), the proportion of agencies within each trajectory group that use computers for crime analysis (Figure 10) and crime investigation (Figure 11), and recent detective rates (Figure 12). We selected these variables because past research includes them in agency-level analyses, and at face value, they may explain trends. Our explanation is based on the trajectory groups, as we describe how each group relates to the other trajectory groups across the five variables.

Looking at the plots, Groups 2 and 5 from the multitrajectory analysis appear to be the most distinct. Going back to Figure 7, we see that these groups differed greatly in their clearance trajectories across crime types. Group 5, which included six agencies, had a decreasing clearance trajectory for every crime type except homicide, and its trajectories were higher than the other groups over time. The agencies in this group were especially effective at clearing homicides, as they cleared around 90% of homicides over the last three decades. Group 2, on the other hand, had a decreasing homicide clearance trajectory, a low but increasing robbery trajectory, and an increasing but stabilizing and then decreasing trajectory for aggravated assault and burglary. In

![Figure 10. Proportion of agencies use computers for analysis.](image-url)
addition, compared to the other groups, the 12 agencies in Group 2 had some of the lowest clearance rates over time. From the profiles above, we can see that these agencies appear different from each other in ways other than their clearance trajectories. Compared to Group 5, Group 2 had a much higher and increasing rate of sworn officers per city population, more money per reported level of crime, and were less likely to use computers for crime analysis in the 80s and early 90s. In addition, these agencies had more detectives per sworn officers in both 2007 and 2013, though their rate of increase was less than that of Group 5. Understanding why the group of agencies with the most money, officers, and detectives had much lower clearance rates over time compared to the agencies with some of the least amount of resources is the focus of our in-depth case analysis, which is ongoing.

The remaining groups include Groups 1, 3, and 4. The agencies in Group 1 performed the worst over time, having decreasing clearance trajectories across all crime types, which both started and ended at the lowest values. Groups 3 and 4 were fairly similar in their trajectory shapes over time, though Group 4 cleared more crimes across crime types. Looking at their profiles, we see that Group 1 had more sworn officers per population and investigators per sworn officers.
compared with Groups 3 and 4. Except for Group 5, Group 4 had the lowest proportion of sworn officers and investigators per sworn officers. In addition, compared with Groups 1 and 3, Group 4 was slower to use computers in its crime investigations. As stated previously, we are not suggesting from our analysis that these factors have any causal relevance to the clearance rates. To understand that better, we are currently conducting a more in-depth case analysis of agencies built from these trajectory groupings (see Lum et al., 2018). The profiles provided here merely suggest that, rather than being caused by random variation, the clearance trajectory groups differ substantively from each other. Even though we cannot presently explain group membership, it is useful to examine the conditional associations between the agency-level variables and trajectory group memberships to understand the extent of each relationship. For this reason, we next conducted multiple regression analyses predicting trajectory membership.

To examine the conditional association between each agency-level factor and the likelihood of being in a certain trajectory group, we conducted both multinomial and ordinal logistic regression analyses. The outcome in each of these regression models was the likelihood of being in one of the

---

**Figure 12.** Investigators per sworn officers.
trajectory groups from our multitrajectory analysis compared with the others. Although classifying an agency as falling into its assigned trajectory group in a postestimation regression ignores uncertainty in the group assignment process, this is not a concern if group assignment is estimated with high certainty. In our multitrajectory analysis, the posterior probability of group membership was 0.99 or higher for each group, giving us confidence to proceed with the regressions. Whenever the outcome is assignment to a trajectory, it is impossible to establish temporal order unless the covariate precedes the entire trajectory period. For this reason, we included in the regression models the average across survey periods of each LEMAS variable excluding investigators per sworn officer, for which there were only two data points. Even though the five trajectory groups demonstrated unique patterns across crime types, we conducted an ordinal logistic regression because of the clear pattern of increasing clearance rates moving from Group 1 to Group 5. In the multinomial logistic regressions, we examined the conditional association between each covariate and the likelihood of being in one trajectory group compared with another while alternating reference categories.

Results from these regressions, which are available upon request, showed no consistent associations between the agency-level covariates and the likelihood of trajectory assignment. The ordinal logistic regression suggested a negative relationship between the likelihood of being in a higher trajectory group and the average number of officers per population between 1987 and 2013 ($p < 0.05$) net the average budget per crime level and the average use of computers either for investigative or analytic purposes. However, this relationship did not materialize in the multinomial regression analyses. There was only one statistically significant finding in the multinomial regression analyses—an increase in the average use of computers for analysis between 1987 and 2007 was associated with an increase in the likelihood of assignment to trajectory Group 3 compared with trajectory Group 2 ($p < 0.05$) net the other factors. The lack of statistically significant findings in these regression models reinforces the need for more rigorous research within police departments to understand how more nuanced agency-level features and case characteristics relate to crime clearances. We have completed such research on our high- and low-performing agencies. Those results will appear in a forthcoming article.

**Discussion**

When examining clearance rate trajectories at the aggregate level for serious crimes, a story of stable clearance rates emerges over the lengthy period of study (1981–2013). This stability despite advances in investigative practices and technologies has perhaps led to a belief that police have little control over clearance rates. However, we hypothesized that this overall trend masks qualitatively distinct variation across agencies. With the exception of Worrall
(2016), past scholars have failed to explain how clearance trajectories are distributed around the average. In our analyses, we found substantial agency-level variation in clearance rate trajectories both across individual crime types and after modeling the four crime types simultaneously. Our findings reinforce Worrall’s (2016) findings, but for more specific crime types and for a much longer period of time. In other words, it appears that some law enforcement agencies are consistently better (or worse) at clearing particular kinds of crime compared with their counterparts. In addition, we identified differences in patterns of change across trajectory groups and crime types.

Our analysis goes beyond merely suggesting variability in longitudinal police clearance rates. Our statistical analysis revealed that clearance rates from police agencies in large cities changed in qualitatively distinct ways over the last 30 years. One example of this is the finding that despite an average decreasing homicide clearance rate, a full 40% of police agencies in our sample demonstrated an increasing rate over time. This finding that the average homicide clearance trajectory for comparably large police departments over the years 1981 to 2013 represents a mixture of statistically identifiable groups of agencies—60% decreasing and 40% increasing over time—suggests there are ways for departments to improve their clearance rates.

The results for robbery and burglary provide additional support for this idea. Although the average clearance trajectories for robbery and burglary were flat, the results from our GBTMs revealed unique patterns. Regarding robbery, only around 50% of the sample demonstrated a flat trajectory. The remaining agencies either improved their robbery clearance rate over time (20%) or worsened in their ability to solve robberies (30%). For burglary, the average flat rate masked two types of agencies—one group that consistently cleared only about a tenth of their burglaries over the last 30 years and one group that cleared almost twice as many burglaries in the early 1980s and declined over time. These differences are more than just variation around the average. Instead, they are qualitative differences that were conceivably influenced by organizational and other changes within the departments over time. Overall, the findings from each GBTM, along with the results from Worrall’s (2016) trajectory analysis, reemphasize the need to study the organizational and case determinants of crime clearance patterns.

Another example of the qualitative differences not apparent when looking at average crime clearances comes from our multitrajectory model, which estimated whether there were unique clearance trajectory groups across multiple crime types simultaneously. Findings from this model revealed both an overall pattern of some agencies consistently clearing a greater proportion of cases across crime types as well as unique patterns across crime types. For example, although agencies from Groups 4 and 5 followed similar clearance trends for most crime types, the small number of agencies in Group 5 maintained a relatively stable homicide clearance rate over the last 30 years, whereas the homicide
clearance rate for agencies in Group 4 declined over time. Whether actions taken by the agencies in Group 5 had anything to do with this distinction is an open question and the subject of our ongoing work. For now, the finding suggests that at the least scholars should recognize the substantial heterogeneity within average crime clearance rates.

Other findings that stand out from the multitrajectory model include the differences between agencies in Group 2 and Group 3. Agencies in Group 3 cleared a moderate amount of crimes in the 1980s compared with the other agencies in our sample, but then declined in their performance across crime types until about 2000 when they began to improve. Agencies in Group 2, on the other hand, performed relatively poorly in the beginning of the observational period but improved in their ability to solve robberies, assaults, and burglaries throughout the 1980s and 1990s. In the 1990s, these agencies began to decline again for assault and burglary, but they were the only agencies that demonstrated an almost monotonically increasing clearance trajectory for robbery. Again, this research does not answer why the agencies in Group 2 were the only agencies that consistently increased their robbery clearance rate, or why the 2000s were a time of improvement for agencies in Group 3 and a time of disappointment for agencies in Group 2. The results do suggest, however, that when heterogeneity is modeled across police departments, patterns of crime clearances look quite different from the average pattern and appear deserving of more in-depth research.

Importantly, all of our results emerged after using analytic devices that statistically tested whether differences derived from random variation and accounted for error in group assignment. The estimated trajectories also accounted for the complete history of an agency's clearance performance, rather than simple year-to-year changes. Consequently, trajectory modeling more adequately distinguished agencies based on their longitudinal pattern of case resolution compared with past analytic approaches. Taken together, our results suggest that agency-level variation in crime clearance patterns is more complex than previous work has acknowledged. Future research on clearances should consider these group-based differences when selecting agencies for study and when interpreting results from limited samples of agencies.

To further attest that these group-based differences were not due to random noise in the clearance rate data, we used the results from our multitrajectory model and data from LEMAS to provide descriptive profiles for several substantive agency-level variables. Then, we estimated conditional associations between these variables and the likelihood of group assignment. The descriptive results revealed that the trajectory groups did differ somewhat systematically across agency-level variables, suggesting that the clearance trajectory groups reflect substantively distinct agencies outside of clearance rates. However, results from
ordinal and multinomial regression analyses suggested that none of the factors were consistently related to the likelihood of trajectory group assignment.

Since the present analysis was purely descriptive, these regression analyses were not meant to explain group membership, and a rigorous test was not conducted to identify the causes of clearance rates. Instead, we simply sought to estimate the relative relationship of each variable to crime clearance trajectories. The lack of significant findings may suggest that researchers need to conduct more nuanced research to explain departmental differences in clearance trajectories. More important than a department’s budget or number of officers may be how the department structures its criminal investigations, the extent of communication between investigative units and patrol, the relationship between investigative units and district attorneys, and other more difficult-to-measure qualities.

A great deal more research is needed to discern why agencies vary in the ability to clear crime. To date, prior work has most often compared agencies on year-to-year changes in crime clearance rates instead of comparing longitudinal patterns among similarly situated agencies. By using data over a lengthy period and estimating relative trajectory groups, the current analysis offers a more accurate and reliable method of comparing agencies according to crime clearance rates. Our ongoing work focuses on identifying the factors that may have produced these group differences in clearance trajectories by selecting agencies from the multitrajectory model for a comparative in-depth analysis, using both qualitative and quantitative approaches.

Although trajectory modeling has limitations, its major strength lies in its ability to reveal differences in the distribution of a longitudinal outcome. If one’s theory leads them to conclude that individuals or organizations have responded very differently to their environment over time, which has produced distinct patterns of change in an outcome, then GBTM provides an excellent way to simplify longitudinal differences and provide a more accurate representation of the distribution of an outcome. In our case, the use of trajectory modeling allowed us to demonstrate that agency clearance rates differed in marked ways from the national average rate over time and across crime type, suggesting that a group-based approach is a more accurate way to model clearance rates in future empirical work and discussion (see also Worrall, 2016). Compared with prior work, our analysis also allowed us to account for uncertainty in trajectory group membership, giving us more confidence in group assignments. This is an innovative approach to understanding clearance rate trends, but we also emphasize the practical focus for our analysis: Statistically identifying agencies with unique long-term clearance rate trends (or “trajectories”) provides a solid basis for deeper quantitative and qualitative analysis and case study about why agencies have differed over time in the effectiveness of their responses to crime.
## Appendix

### Descriptive Information for LEMAS Variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Observations&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Mean</th>
<th>SD</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Officer/population 1987</td>
<td>81</td>
<td>0.002</td>
<td>0.001</td>
<td>0.001</td>
<td>0.006</td>
</tr>
<tr>
<td>Officer/population 1990</td>
<td>81</td>
<td>0.002</td>
<td>0.001</td>
<td>0.001</td>
<td>0.007</td>
</tr>
<tr>
<td>Officer/population 1993</td>
<td>81</td>
<td>0.002</td>
<td>0.001</td>
<td>0.001</td>
<td>0.007</td>
</tr>
<tr>
<td>Officer/population 1997</td>
<td>81</td>
<td>0.002</td>
<td>0.001</td>
<td>0.001</td>
<td>0.007</td>
</tr>
<tr>
<td>Officer/population 1999</td>
<td>81</td>
<td>0.002</td>
<td>0.001</td>
<td>0.001</td>
<td>0.006</td>
</tr>
<tr>
<td>Officer/population 2000</td>
<td>81</td>
<td>0.002</td>
<td>0.001</td>
<td>0.001</td>
<td>0.006</td>
</tr>
<tr>
<td>Officer/population 2003</td>
<td>81</td>
<td>0.002</td>
<td>0.001</td>
<td>0.001</td>
<td>0.006</td>
</tr>
<tr>
<td>Officer/population 2007</td>
<td>80</td>
<td>0.002</td>
<td>0.001</td>
<td>0.001</td>
<td>0.007</td>
</tr>
<tr>
<td>Officer/population 2013</td>
<td>77</td>
<td>0.002</td>
<td>0.001</td>
<td>0.001</td>
<td>0.006</td>
</tr>
<tr>
<td>Budget/crime 1987</td>
<td>81</td>
<td>1,222.058</td>
<td>577.625</td>
<td>404.217</td>
<td>3,421.128</td>
</tr>
<tr>
<td>Budget/crime 1990</td>
<td>81</td>
<td>1,467.665</td>
<td>1,276.38</td>
<td>356.943</td>
<td>11,620.72</td>
</tr>
<tr>
<td>Budget/crime 1993</td>
<td>81</td>
<td>1,603.981</td>
<td>748.647</td>
<td>604.396</td>
<td>4,666.676</td>
</tr>
<tr>
<td>Budget/crime 1997</td>
<td>79</td>
<td>2,124.796</td>
<td>894.912</td>
<td>883.969</td>
<td>4,594.457</td>
</tr>
<tr>
<td>Budget/crime 1999</td>
<td>NA</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Budget/crime 2000</td>
<td>81</td>
<td>2,897.609</td>
<td>1,444.578</td>
<td>719.493</td>
<td>8,255.702</td>
</tr>
<tr>
<td>Budget/crime 2003</td>
<td>81</td>
<td>3,253.362</td>
<td>1,770.586</td>
<td>227.100</td>
<td>12,173.12</td>
</tr>
<tr>
<td>Budget/crime 2007</td>
<td>80</td>
<td>4,545.25</td>
<td>2,649.966</td>
<td>1,804.62</td>
<td>17,738.36</td>
</tr>
<tr>
<td>Budget/crime 2013</td>
<td>80</td>
<td>5,719.25</td>
<td>2,862.835</td>
<td>2,643.782</td>
<td>18,275.6</td>
</tr>
<tr>
<td>Comp analy 1987</td>
<td>81</td>
<td>0.815</td>
<td>0.391</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Comp analy 1990</td>
<td>81</td>
<td>0.963</td>
<td>0.190</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Comp analy 1993</td>
<td>81</td>
<td>0.951</td>
<td>0.218</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Comp analy 1997</td>
<td>81</td>
<td>0.938</td>
<td>0.242</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Comp analy 1999</td>
<td>81</td>
<td>0.988</td>
<td>0.111</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Comp analy 2000</td>
<td>81</td>
<td>0.975</td>
<td>0.156</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Comp analy 2003&lt;sup&gt;b&lt;/sup&gt;</td>
<td>81</td>
<td>0.914</td>
<td>0.283</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Comp analy 2007</td>
<td>80</td>
<td>1.000</td>
<td>0.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Comp analy 2013</td>
<td>NA</td>
<td></td>
<td></td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Comp invest 1987</td>
<td>81</td>
<td>0.728</td>
<td>0.448</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Comp invest 1990</td>
<td>81</td>
<td>0.914</td>
<td>0.283</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Comp invest 1993</td>
<td>81</td>
<td>0.877</td>
<td>0.331</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Comp invest 1997</td>
<td>81</td>
<td>0.938</td>
<td>0.242</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Comp invest 1999</td>
<td>81</td>
<td>0.889</td>
<td>0.316</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Comp invest 2000</td>
<td>81</td>
<td>0.889</td>
<td>0.316</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Comp invest 2003&lt;sup&gt;b&lt;/sup&gt;</td>
<td>81</td>
<td>0.889</td>
<td>0.316</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Comp invest 2007</td>
<td>80</td>
<td>0.913</td>
<td>0.284</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Comp invest 2013</td>
<td>NA</td>
<td></td>
<td></td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Detective rate 2007</td>
<td>79</td>
<td>0.187</td>
<td>0.073</td>
<td>0.008</td>
<td>0.562</td>
</tr>
<tr>
<td>Detective rate 2013</td>
<td>73</td>
<td>0.197</td>
<td>0.070</td>
<td>0.072</td>
<td>0.418</td>
</tr>
</tbody>
</table>

Note. NA = not applicable; Comp analy = computers for analysis; Comp invest = computers for investigations.

<sup>a</sup>Total number of observations out of the 86 agencies used in our final analysis.

<sup>b</sup>The response options for these questions differed slightly in this survey, which appeared to cause a drop in the number of agencies stating they used computers in crime analysis.
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Notes

3. In this article, we focus on these four offense types because they are the focus of police investigative efforts. Although investigative resources are also devoted to sexual assaults, this offense category has proven difficult to measure in longitudinal studies.
4. See Lum et al. (2011), Lum and Koper (2017), and also http://cebcp.org/evidence-based-policing/the-matrix/
5. We also conducted a separate trajectory analysis for agencies with 100 or more officers (n = 519 for homicide, 729 for robbery, 673 for aggravated assault, and 757 for burglary) but decided to present the large-agency sample due to the reasons just mentioned.
6. Due to the lengthy time period of data needed, the UCR data were obtained from the Inter-university Consortium for Political and Social Research (ICPSR) website (http://www.icpsr.umich.edu/).
7. The 2004 UCR Handbook defines criminal homicide as (a) murder and nonnegligent manslaughter and (b) manslaughter by negligence. We restrict our analysis to the first category but use the term homicide for brevity’s sake.
8. As mentioned earlier, GBTM allows one to statistically test whether subgroups in a population reflect random variation. We expand on this capability by comparing our estimated trajectory groups using several theoretically relevant variables from the LEMAS surveys. This is to provide further evidence that the estimated trajectory groups are picking up meaningful between-agency differences, not to suggest any of these variables causally influence clearance rates.
9. Leading scholars in trajectory modeling suggest that the use of starting values does not appear necessarily in trajectory models that result in a small number of trajectory groups like ours did (Trends in group-based trajectory modeling panel, 2015 ASC meeting in Washington, DC). In addition, we tried to present as simple a model as possible that still represented the major differences in the data rather than trying to identify the exact number of groups that existed in the data. A forthcoming article by Sweeten and Hannula (2015) should provide researchers more information regarding the use of starting values in GBTM.
10. Remarkably, around 65 of the 100 agencies were not missing data on a single crime-year between 1981 and 2013.
11. Florida agencies failed to report arrests for aggravated assaults throughout the time period.
12. The outcome is the yearly homicide clearance rates, which can be higher than one if past homicides were solved that year. One of the authors had success with this practice in the past. Although to our knowledge it is not documented anywhere in the trajectory modeling literature, it was deemed a suitable strategy after speaking with experts.
13. Because the likelihood function in the multitrajectory model is defined by a set of trajectories from each of the four crime types, the estimated groups may not reflect trajectories from any of the single outcome models. To see whether our results differed greatly from the single outcome models, we compared group assignments in the multitrajectory model to sum probability-weighted and hard counts from the single outcome models. We found that the agency groupings from the multitrajectory model consistently corresponded to placements in the hard and weighted distributions of summed group numbers across the single outcome models (contact author for results).
14. We believe that case studies provide one of the best alternatives to causal explanation when current secondary data are insufficient to answer research questions and pursue this approach as part of a larger research project. As discussed, identifying distinct trajectory groups is both a valuable first step in case analysis and a scientific contribution.
15. In addition to examining the five LEMAS variables, we conducted a joint trajectory analysis using crime rates over the same period. Although we found some group-based negative associations across crime types, we chose to focus on the policing variables because they are more pertinent to our overall investigation and a recent study analyzed the group-based association between clearance and crime rates in much more depth (Vovak, 2016).
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